


What is AMLAS?
• AMLAS provides

• Defined process 

• Set of safety case patterns

• AMLAS enables
1. Integration of safety assurance into 

development of ML components

2. Generation of evidence base for 
justifying acceptable safety 

• Resulting in structured safety 
case for ML component

https://www.york.ac.uk/assuring-autonomy/guidance/amlas/



AMLAS Overview

• For each stage we provide
• Process description
• Safety argument pattern





Guidance Structure



1. ML Safety Assurance Scoping



Scoping Example

• Understand and define
• System Architecture (see next slide)

• System Operating Environment (see below)

• System Safety Requirements



Model Integration



Allocating safety requirements





2. ML Safety Rqts Assurance



Environment Context

What are the key features of the operating 
environment?

• People, Vehicles, weather conditions, lighting, 
road type, etc., etc.



ML Safety Requirements





3. Data Management



Data Requirements
•ML data requirements shall include 
consideration of:
•Relevance

•Completeness

•Accuracy

•Balance



Generate ML data
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4. Model Learning



4. Model Learning Assurance

Model Development Log

Q1. What forms of model were considered and on 
what basis was the model type selected?

Q2. What approaches were used for hyper 
parameter tuning e.g. meta learning?

Q3. What techniques were applied to increase the 
generalizability of the model e.g. drop out?

Q4.  …

Internal Test Results

Why was this particular model chosen?

Key Assurance Artefacts





5. Model Verification



Test-based Verification
• Use verification data to demonstrate model 

generalises to cases not present in model learning 
stage.

• Examine cases on boundaries or which are known 
to be problematic within the deployment context



Formal Verification
• Use mathematical techniques to prove that the 

learnt model satisfies formally specified properties 

• Formal properties must be derived from the ML 
safety requirements.
• Crucial to justify the sufficiency of the translation

• Formal results must be mapped to operating context





6. Model Deployment



Integrate ML Model
• Monitor 

• Validity of key system and environment 
assumptions

• output and internal states of ML model 
during operation

• erroneous inputs to the ML model
• noise and uncertainty in other components 

environmental uncertainty
• adversarial behaviours

• Can use statistical techniques to check 
inputs are close to the training data 
distributions



Integrate ML Model
• System must be designed to maintain safety even in 

face of predicted erroneous outputs from ML 
model



Test the integration
• Following integration must check the system 

safety requirements are satisfied

• Requires operational scenarios against which 
behaviour implemented in ML can be tested

• Integration testing may include:
• Simulation

• Hardware in the loop

• Shadow deployment



ML Component 
Safety Case



On-Going Work

•Case studies
• Wildfire Detection
• Sepsis Diagnosis

• Interactive Website

• Tooling

• Similar Guidance for System level



Funded by


