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Abstract: This paper describes the development of an Implementation Guide prepared in response to a commitment in 
Australia’s National Road Safety Strategy 2021-2030 to implement a National Driver Distraction Roadmap. This guide 
addresses driver distraction comprehensively, moving beyond behavioural interventions to recognize its systemic nature 
within the road traffic system. It emphasizes a need for understanding the complex interplay of factors involved. The 
guide outlines a structured methodology, including problem definition, current state assessment, forward work program 
development, and engagement with various stakeholders. By advocating for collaboration, innovation, and ongoing 
monitoring, the guide offers a holistic approach to prevent distraction-related crashes and injuries.  

1. Introduction 
Driver distraction has traditionally been approached as 

a behavioural issue in road safety, prompting initiatives like 
awareness campaigns and law enforcement targeting mobile 
phone use. However, it is recognized as a complex 
phenomenon stemming from interactions within the road 
traffic system, including vehicle design, user behaviour, and 
environmental factors such as the design of roadside 
infrastructure. Social and psychological influences, such as 
mental health and social media, further compound the issue. 

While current approaches emphasize the need to 
accommodate human error through a more forgiving road 
environment, more supportive active and passive vehicle 
technology and better speed management, these will not fully 
address distraction.  

The Implementation Guide described here seeks to 
prevent distraction-related errors by motor vehicle drivers 
through a systemic approach. Emphasizing design solutions 
and a deeper understanding of system interactions, it aims to 
move beyond accommodating distracted driving to 
effectively mitigating distraction risks at their root. 

1.1 Background 
Assessing the scale of the distraction issue proves 

challenging due to limited data capturing specific distractions. 
Crash reports often lack evidence of mobile phone use or 
other distractions. An Australian study found distractions in 
45% of casualty crashes (Fitzharris et al. 2022), yet global 
analyses warn of potential over-/under-estimation of the 
problem due to insufficient behavioural detail and variability 
in definitions and coding of distraction (Regan and Oviedo-
Trespalacios 2022; IIHS 2022). 

While a wide range of potential distractions for a 
driver or rider had been present for decades, the rising 
ubiquity of mobile phones led to them being recognised as a 
major new injury risk. Research has subsequently shown that 
dialling, texting, and talking on a mobile phone while driving 
can lead to riskier decision making, slower reactions, speed 
and vehicle control variations, and less controlled braking – 
the driver will tend to brake later, with more force and less 
control (Oviedo-Trespalacios 2018; Li et al. 2020; Haque and 
Washington 2014A; Oviedo-Trespalacios et al. 2018; Haque 
and Washington 2014B). 

1.2 Current Study in Context 
While existing countermeasures have been to some 

extent effective in eliminating/reducing the 
occurrence/severity of distraction-related crashes, the 
Implementation Guide described here adopts a system 
perspective on distraction-specific activities. This involves 
the proposal of a structure that systematically encompasses 
all aspects and stakeholders of distracted driving. 

2. Method 
Development of an implementation guide from a 

systems perspective encompasses all aspects related to 
distracted driving. Table 1 and the following subsections 
outlines the proposed stages of the Implementation Guide. 

2.1 The Problem 
Distraction can cause unsafe responses from a driver, 

in four primary ways taking attention away from activities 
critical for safe driving (CARRSQ 2020): 

• eyes off the road caused by visual distraction, 
• mind off the road caused by cognitive distraction, 
• ears off the road caused by cognitive distraction, 
• hands off the controls caused by physical 

interference. 

2.2 Current State 
The driver distraction problem should be defined from 

a systems perspective. This step requires the familiarisation 
with and knowledge of current and future driver distraction 
development programs. These development programs 
include vehicle technologies such as Advanced Driver 
Distraction Warning (ADDW), which is scheduled for 
implementation in all new vehicles from 2029 in the 
European Union. Technology neutral legislation on portable 
device use (Wolter, 2022), as well as enforcement programs 
such as automatic mobile phone use detection from roadside 
cameras, are also important, as is research on the design of in-
vehicle communications systems. Table 1 below outlines the 
proposed stages of the Implementation Guide and the 
approach to be taken to tackle distracted driving. 
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2.3 Forward Work Program 
The development of a Forward Work Program agreed 

by stakeholders and all concerned organisations is a major 
step in addressing driver distraction. The implementation 
domains include: design, mitigation, workplace, compliance, 
behaviour, systems, communications, engagement, and 
evaluation. Table 2 compiles existing knowledge to outline 
the forward work program domains and options (Regan and 
Oviedo-Trespalacios 2022; Department of Transport and 
Main Roads 2020; Regan et al. 2009; European Commission 
2015; PIARC 2016; Imberger et al. 2020; Regan et al. 2020). 

2.4 Implementation Partners 
There are various participants who have a role to play 

in preventing driver distraction described below. 

2.4.1 Governments and Regulators 
The primary authority, responsibility and power 

associated with tackling driver distraction lies with 
government comprised of parliament, executive, and 
judiciary. Whether at a national, state, or local level, the 
responsibilities of the elected representatives and decision 
makers regarding driver distraction are to: 

• understand the safety impact of driver distraction, 
• respond positively to evidence-based advice on 

different mitigation strategies, 
• make the necessary changes to law, funding, and 

programs to support driver distraction prevention, 
• invest in ongoing monitoring and evaluation of 

these programs. 

2.4.2 Industry/Advocacy Associations 
Local and global motor vehicle manufacturers and 

their agents must address the human-machine interface that 
may lead to distraction. Private sector interests in shaping the 
potential for driver distraction prevention also include: 

• Tier 2 suppliers of  in-vehicle technology systems, 
• producers of the devices which distract drivers, 
• suppliers of telecommunications services which 

facilitate in-vehicle electronic distraction. 

2.4.3 Product Developers and Service Providers 
Organisations which develop and sell products and 

services that are directly connected to driver distraction are: 
• motor vehicle manufacturers, 
• telecommunications providers, 
• producers of goods which are known to be 

consumed in vehicles, such as fast food, make-up, 
• producers of advertising services, for electronic 

transmission into vehicles, and for the roadside. 
As with all participants in the driver distraction 

ecosystem, these developers and providers have a 
responsibility to prevent driver distraction within their own 
operations, ensuring that their products and services are safe. 

2.4.4 Corporations and Organisations 
There are many organisations which may have an 

interest in distraction, either now or in the future, largely due 
to their work health and safety responsibilities, such as: 

• organisations which have a direct link to the 
transport industry, through the carriage of 
passengers or goods, 

• organisations without a link to the transport 
industry but have staff and contractors who travel 
in motor vehicles as a secondary activity. 

These organisations providing transport services, or 
contracting transport services, or which have staff engaged in 
significant road travel, have an obligation to consider 
exposure to these safety hazards and the extent to which risks 
associated with distraction are being managed. 

2.4.5 Users 
Distraction prevention has traditionally targeted 

individual user behaviour, but there is a growing 
acknowledgment of the inherently distracting environment. 
While drivers must prioritize attention to driving, 
manufacturers and designers of vehicles and devices play a 
crucial role and should implement processes to gather 
feedback from drivers on distraction-impacted behaviours, 
enhancing future prevention measures. 

Table 1 Implementation guide and approach 

This Guide Proposed Approach 

1. The Problem 
      

Orient: Consider the core issues, and how your organisation can make a meaningful 
impact on the driver distraction problem 

2. Current State 
      

Familiarise: Familiarise yourself with the major development programs that are 
underway and the potential impact they can have 

3. Forward Work 
Program       

Align: Systematically review the Forward Work Program agreed by stakeholders and 
how your organisation’s effort can align with one or more elements  

4. Implementation 
Partners       

Engage: Discuss the issue with potential partners including how your interests and 
responsibilities in distraction prevention coincide and present opportunities 

5. Implementation 
Mechanisms       

Design: Identify the best means of achieving the change that you want to see, in line with 
good practice injury prevention principles and current state issues 

6. Ongoing 
Implementation       

Deliver: Develop and implement systems that will sustain this activity over an extended 
period, recognising the seemingly intractable nature of the driver distraction problem. 
Ongoing monitoring and evaluation of the systems to learn from and improve upon 

7. Good Practice 
      

Learn: Retain a focus on learning from and collaborating with others working in the 
field. This includes ongoing monitoring and evaluation of programs and countermeasures 
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Table 2 Forward work program 

Domains Options 

Design: develop design 
principles, guidelines, and 
standards to facilitate safer 
interactions between drivers, 
technology, vehicles, and 
roads. 

Develop and implement guidelines and standards for the design of the vehicle human-
machine interface (HMI) to reduce distraction. 
Adopt Human Factors Integration (HFI) processes to ensure that products and systems are 
user-centred designed to prevent and mitigate distraction. 
Promote standard design of mobile/wearable device to restrict distraction while driving. 

Develop and implement guidelines/standards for road/traffic design to reduce distraction. 
Develop assessment protocols for rating the existing road and traffic environment for its potential 
to distract drivers that could be incorporated in road safety audits and safety star ratings. 
Develop standardised criteria/methods for evaluating the safety impact of advertising signage. 

Mitigation: increase the 
availability and 
implementation of in-vehicle 
distraction mitigation 
technology 

Identify potential vendors/suppliers to develop and implement after-market distraction 
mitigating technologies which could be cost-effectively retrofitted into existing vehicles. 
Develop assessment protocols for rating vehicles on their potential to distract drivers and 
incorporate it in new car assessments to encourage improved human-machine interface. 
Promote standardisation of interfaces for the secure placement, mounting and powering of 
nomadic devices on vehicle dashboards to prevent distraction induced by sliding/ falling. 
Stimulate demand for other technologies (such as phone blocking, distraction warning 
systems) that have proven to prevent and directly mitigate the effects of distraction. 

Workplace: work with 
employers and workplace 
health and safety regulators 
to improve approaches to 
driver distraction 

Investigate the relationship between job demands, wellbeing, and distracted driving. 

Encourage employers to develop/implement best practice guidance for managing distraction. 
Investigate the use of financial and non-financial incentives on corporate fleet insurance 
policies through implementation of driver distraction prevention technologies. 

Compliance: strengthen 
compliance mechanisms 
through improved rules, 
detection, and evaluation 

Evaluate the effectiveness of existing distraction regulations and penalties. 

Investigate the effectiveness of automatic mobile phone detection technologies. 

Monitor and trial new technologies that support compliance with distraction regulations. 

Behaviour: shift driver 
behaviour through 
innovative campaigns and 
educational strategies. 

Strengthen distraction management education and training for drivers through driver licensing 
and road safety education processes. 
Promote motor vehicle buyers to prioritise technology features that minimise distraction. 
Investigate the use of personalised insurance incentives for individuals that exhibit safe 
driving habits, weighted towards distraction mitigation. 

Systems: develop systematic 
and ongoing response to 
engage all parties 

Develop a communications platform with a dashboard to support ongoing communications, 
engagement, and implementation. 
Evaluate delivery of this work program after six years and develop a distraction prevention 
strategy and plan for 2040. 

Communications: 
implement good practice 
communications. 

Develop a shared national narrative for driver distraction and align industry and manufacturer 
led educational campaigns to drive cultural change and awareness of distracted driving. 

Engagement: implement 
engagement methods that 
bring parties together 

Establish and operationalise an ongoing stakeholder-oriented Governance Framework for 
preventing driver distraction. 
Recognise the role that non-transport stakeholders such as the healthcare system or the food 
and entertainment industries have in distracted driving. 

Evaluation: nourish an 
ongoing effort to learn more 
about the issue and what 
needs to be done  

Develop and adopt a common national definition of distraction that can be operationalised and 
used to code crash and incident data. 
Standardise the way distraction data are collected and coded in crash and incident databases. 
Provide training for Police and crash investigators to detect distraction as a contributing factor 
in crashes and distinguish it from other mechanisms of inattention. 
Evaluate the effectiveness of all distraction countermeasures. 
Undertake Coronial based no-blame crash investigations of distraction-related crashes for 
formal reporting to responsible Ministers. 
Develop a data platform to enable the investigation, tracking, and sharing of crash and 
infringement data resulting from driver distraction.  
Investigate the impact of Advanced Driver Assistance Systems and Partially Automated 
Driving Systems on driver distraction. 
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2.5 Implementation Mechanisms 
The implementation mechanisms describe the best 

means of effectively tackling the issue of distracted driving. 
This will require a new approach to governance and 
leadership which reflects the roles of different stakeholders.  

The consumer demand for safe vehicles can be 
directed towards vehicle manufacturers or infrastructure 
providers. Therefore, it is important for the consumer market 
to be involved in the process. 

There are limits to the ability of regulation to improve 
safety. However, regulation has proven time and again to be 
an effective means of significantly improving road safety. 

Promotion is critical, as well as developing and 
maintaining momentum in preventing driver distraction by 
linking different elements together into a single narrative. 

Effective solutions to the driver distraction problem 
will only come through research and development: 
innovation, testing, deployment, evaluation, and 
improvement. Better understanding of driver and societal 
acceptance of the issue is also important. 

2.6 Ongoing Implementation 
Commitment to ongoing implementation of a 

distraction prevention agenda will require a forward 
perspective on the issue and sustained effort. This will be 
done through a systems perspective, effective stakeholder 
engagement, learning, sharing, and innovating, as well as 
monitoring and evaluation. 

2.7 Good Practice 
Learning from existing programs, implementations, 

research, and evaluation through collaborating with others 
working in the field and sharing ideas and information will 
significantly add to the progress in effectively addressing 
driver distraction and its unwanted outcomes. 

3. Conclusions 
This Australian Implementation Guide offers a 

holistic approach to addressing driver distraction, recognizing 
its systemic nature within the road traffic system. By 
emphasizing design-based solutions and engaging 
stakeholders, it aims to prevent distraction-related crashes 
and injuries.  

Despite challenges in assessing the scale of the issue, 
the guide advocates for collaboration, innovation, and 
ongoing monitoring and evaluation to create a safer road 
environment. Through a systemic perspective and effective 
implementation mechanisms, it seeks to address distraction at 
its root causes, contributing to improved road safety and the 
mitigation of distraction-related risks. 
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Abstract: Automated driving (AD) (i.e., SAE level 3 AD) allows drivers to do something else, yet they can be required to 
takeover when the AD ends. We tested how an eye-gaze and situation adaptive human-machine interface (HMI) could 
improve take-over performance when drivers could be cognitively distracted by a conversation. We hypothesized that 
the eye-gaze and situation adaptive HMI would improve the reconstruction of situation awareness (SA) (the fact of 
understanding a situation and being able to anticipate the next events) and thereby take-over performance. We 
conducted a driving simulator experiment with 42 participants (14 per HMI condition: control with a basic HMI, 
situation adaptive HMI, eye-gaze and situation adaptive HMI) who drove on the highway with a SAE level 3 AD 
activated and experienced take-over requests. The eye-gaze and situation adaptive HMI improved: (i) SA reconstruction 
since participants presented higher gaze dispersion, faster RT to the left mirror and spent more time looking at the left 
mirror, which indicated more visual searches and more information gathered during the take-overs; (ii) take-over 
performance and safety with increased time to collision and fewer collisions. Our HMI therefore exhibited promising 
results. Overall, adaptive HMIs seem to be a good option to ensure better take-over performance safety compared to 
non-adaptive HMIs. 

 

1. Introduction 
Driving automation provides the driver different level 

of support, from an automated driving (AD) assistance in a 
SAE level 2 to an AD feature in a SAE level 3 (SAE 
international, 2016). With higher levels of automation, the 
driver is progressively moved away from the driving loop, 
resulting in a decreased situation awareness (SA), namely, the 
fact of understanding a situation and being able to anticipate 
the next events (Endsley, 1995). Moreover, the AD can end 
leading the driver to takeover which requires quickly 
regaining the SA (Morales-Alvarez et al., 2020). 

The period during which the driver regains SA are 
cognitively demanding (i.e., requiring cognitive and visual 
attention, see Gold et al., 2015; Kim et al., 2018)  and can be 
impacted if the driver was distracted by a non-driving related 
task (NDRT), such as having a phone conversation (for a 
review, see Merlhiot & Bueno, 2021; Zhang et al., 2019). 

As mentioned, SA reconstruction relies on visual 
search that depends on two independent visual attentional 
processes (e.g., Connor et al., 2004; Katsuki & Constantinidis, 
2014; Pinto et al., 2013; Theeuwes, 2010). (i) A bottom-up 
process that arises from the salience of a stimuli, based on its 
characteristics in a visual scene. (ii) A top-down process that 
corresponds to the driver’s attention to visual elements that 
can be guided by knowledge or feedback. These processes 
can be impacted by cognitive load (i.e., the amount of 
cognitive resource used), which reduces visual attention from 
top-down processes and, conversely, increases visual 
attention from bottom-up processes (Longstaffe et al., 2014). 
We thus considered assisting the reconstruction of SA by 
highlighting important visual elements (bottom-up effect) 
and provide feedback regarding the driver’s visual search 
(top-down effect) by using an eye-gaze and situation adaptive 
human-machine interface (HMI). 

We hypothesized that the eye-gaze and situation 
adaptive HMI would improve the reconstruction of SA and 

thereby take-over performance by supporting the two 
processes associated to a visual search as follow: (i) A 
bottom-up effect was achieved by using visual cues (i.e., with 
augmented reality) on important information to direct visual 
attention to relevant information for the SA reconstruction. (ii) 
A top-down effect was obtained by giving auditory feedback 
to focus attention on any important information related to the 
SA reconstruction that the driver may have missed. 

2. Method 

2.1 Participants 
We obtained a sample of 42 participants (23 females, 

19 males) with a mean age of 35.64 ± 9.78 years. All 
participants signed a written informed consent form and 
received 40 euros for their participation.  

2.2 Driving simulator and eye-tracker 
We used a medium-fidelity static driving simulator, 

which ran under SCANeR studio 2023.1 (Avsimulation®) 
with a synchronized eye-tracker (Smart Eye Pro 6.0) sampled 
at 60 Hz.  

2.3 Experimental design 
The study was conducted in a driving simulator with a 

car equipped with a SAE level 3 highway AD. During the AD, 
participants experienced take-over requests (TOR) which 
involved lane changes with ongoing traffic while being 
cognitive distracted by the twenty-questions task (TQT)  
(Merat et al., 2012), which simulates a conversation to get 
closer to ecological settings of AD. 

We used the properties of the adaptive HMI as a 
between-subject variable to created three groups of 
participants (control with a basic HMI, situation adaptive 
HMI, eye-gaze and situation adaptive HMI). Our design 
included the TOR time-budget as a within-subject variable: 
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urgent (i.e., TOR = 7 seconds) and planned TOR (i.e., 
TOR = 30 seconds).  

2.3.1 TOR time-budget and use-cases: 
We used 3 urgent and 2 planned TORs, all occurred on the 
highway at 130 km/h with the ego-vehicle in the right lane 
and with surrounding traffic. The first four TORs required a 
lane change due to an obstacle (i.e., stopped vehicle, work 
zone, lane reduction) and the last one required an emergency 
braking.  

2.3.2 Eye-gaze and situation adaptive HMI: 
The situation adaptive part of the HMI highlighted important 
elements and used a 3-colors code based on TTC (Fig. 1): red 
(TTC < 2s) ; yellow (TTC = [2s,4s]); green (TTC > 4s).  The 
eye-gaze adaptive part of the HMI corresponded to auditory 
feedback (e.g., check the rear mirror) that was emitted after a 
certain time (i.e., 2s after Urgent TOR, 10s after Planned TOR) 
if an area of interest (i.e., road, rear mirror, left mirror) was 
missed.  
 

 
Fig. 1. Example of the situation adaptive HMI  

2.4 Procedure 
Participants started with a 15-minutes training session 

during which they familiarized with the driving simulator and 
experienced a TOR. After that, they completed the main 
scenario that lasted about 30 minutes. 

2.5 Statistical analysis 
All analysis were obtained from linear mixed models 

with the two independent variables as fixed factors and 
participants as random variable. Pairwise comparisons used 
Bonferroni corrections.  

3. Results 

3.1 Eye-gaze metrics 
In the “Eye-gaze and situation adaptive HMI” 

condition, participants exhibited higher gaze dispersion, 
F(2,40.5) = 3.74, p = .011, faster reaction time (RT) to the left 
mirror, F(2,191) = 6.91, p < .001, and higher percentage of 
time spent looking at the left mirror, F(2,43.9) = 4.57, 
p = .016, (Fig. 2). 

We obtained an interaction effect between the HMI 
and TOR time-budget conditions for the percentage of 
participants who checked at least one mirror (i.e., left mirror, 
rear mirror) before performing an action (i.e., changing lane, 
braking), F(2,154)=3.51, p = .032, (Fig. 3). 

In the “Eye-gaze and situation adaptive HMI” 
condition, participants received feedback to check the rear 
mirror 90% of the time, 95% CI [83%,97%], and to check the 
left mirror in 61% of the time, 95% CI [50%,73%]. After 
receiving feedback, participants checked within 3 seconds the 
rear mirror 15% of the time, 95% CI [3%,27%], and the left 
mirror 80% of the time, 95% CI [67%,93%], which was 
different from randomness, F(1, 62)=54.1, p < .001, 
F(1, 42)=27.3, p < .001,  respectively. 

 

 
Fig. 2. (a) Gaze dispersion, (b) left mirror RT and (c) 
percentage of time spent looking at the left mirror 

 
Fig. 3. Interaction effect between HMI and TOR time-
budget conditions for the percentage of participants who 
checked at least one mirror before performing an action. 
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3.2 Driving behavior metrics 
Participants in the “Eye-gaze and situation adaptive 

HMI” condition presented increased TTC and reduced 
collision rate in comparison to the other conditions, 
F(2,40) = 5.08, p = .011 and F(2,204) = 9.46, p < .001, 
respectively (Fig. 4).   

 
Fig. 4. (a) TTC and (b) collision rate in function of the HMI 
conditions 

4. Discussion 
The aim of this study was to test the effectiveness of an 

eye-gaze and situation adaptive HMI to improve SA 
reconstruction and thereby take-over performance and safety 
in more ecological settings, such as with a variety of use-
cases and the driver being cognitively distracted. According 
to our results, the eye-gaze and situation adaptive HMI 
improved: (i) SA reconstruction since participants presented 
higher gaze dispersion, faster RT to the left mirror and spent 
more time looking at the left mirror, which indicated more 
visual searches and more information gathered during the 
take-overs; (ii) take-over performance and safety with 
increased time to collision and fewer collisions. 

Regarding limitations: In some cases, the differences 
between the two adaptive HMI conditions were not 
significant, which could arise from a lack of statistical power. 
We did not use a full factorial design; thus, we did not include 
a simple eye-gaze adaptive HMI due to time and sample 
constraints. We focused on the whole HMI, still it would be 
very interesting to add this condition for further analysis. 

5. Conclusions 
Our eye-gaze and situation adaptive HMI exhibited 

promising results with improved SA reconstruction and 
increased take-over performance and safety. Further analysis 
will focus on eye-gaze data with Markov analysis and 
physiological data. Overall, the adaptive HMIs seem to be a 
good option to ensure better take-over performance safety in 
comparison to non-adaptive HMIs.  
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Abstract: Distracted driving is a leading contributing factor to vehicle crashes in many countries around the world. Minimizing 
driver distraction is particularly relevant given the technological evolution of infotainment and other in-vehicle systems. This 
paper reviews existing technologies and strategies to reduce driver distraction, encompassing monitoring-based prevention, 
restriction-based prevention, utilization of crash avoidance features, and automated enforcement. While these approaches hold 
promise, further research is required to evaluate their effectiveness and implementation. Additionally, regulatory frameworks 
play a crucial role in addressing driver distraction, with guidelines and legislation shaping the adoption of distraction-mitigation 
technologies. Understanding human-technology interaction and addressing regulatory disparities are essential for the successful 
integration of distraction-prevention measures. Ultimately, advancements in technology and policy are pivotal in counteracting 
distracted driving and enhancing road safety.  
 

1. Introduction 
Distracted driving is a specific case of inattention 

when non-driving tasks capture the driver’s attention 
such that the driver becomes oblivious to the road and 
traffic events [1]. In 2020, over 3,000 people in the U.S. 
were killed and over 300,000 were injured in distraction-
related crashes [2]. Distracted driving and resulting crash 
risk may vary depending on many factors related to the 
type of task, driver characteristics, driving environment, 
and the vehicle where driving automation and active 
safety systems are assisting the driver and reducing 
workload [3, 4]. Nowadays, consumer vehicles are 
increasingly equipped with partial-automation systems 
that can simultaneously control the longitudinal and 
lateral vehicle kinematics on a sustained basis. The 
driver still remains responsible for monitoring, 
object/event detection, response selection, and execution. 
As the driver role pivots toward monitoring and the 
driving demands are lowered, it is very difficult to 
maintain attention to the driving task and we see 
evidence of an increase in undesired behaviors related to 
distracted driving [5]. Drivers often use the “freed-up” 
resources to do other things and this tendency is 
amplified even more by the increased availability of 
portable electronics and in-vehicle technologies in the 
form of entertainment, navigation, information, and 
communication systems. As such, minimizing driver 
distraction is particularly relevant.  

In parallel, emerging technological advancements can 
also offer new ways to mitigate driver distraction. The 
opportunity to develop technology-based 
countermeasures for distracted driving as part of the 
development of driving automation calls for policies and 
regulations that will foster innovation and guide 
implementation without restricting progression. These 
approaches should be an integral part of the automation 
and be built from the ground up. This work summarizes 
existing approaches and technologies to prevent and/or 

reduce the negative consequences of driver distraction. 
This work also identifies gaps in current technology and 
outlines where future work can contribute to prevention.  

2. Technologies to Mitigate Distracted Driving 

2.1 Monitoring-Based Prevention  
Driver-monitoring systems (DMS) typically alert 

inattentive drivers to look back at the road. DMS with indirect 
driver monitoring infers driver state using vehicle control 
measures (e.g., steering or throttle inputs), driving duration, 
and other inputs. Direct driver monitoring relies on camera-
based methods, which affords more, specificity in identifying 
driver states and risky behaviors. More advanced approaches 
use combinations of metrics to classify when a driver is 
disengaged from the driving task. To achieve the desired 
crash reductions, it is important that the system not only 
detect and warn of an impaired driver state, such as 
distraction but that the driver state is also communicated to 
the other safety systems in the vehicle. For example, 
increasing the sensitivity of driver assistance systems when a 
driver is classified as not attentive. The next steps call for 
studying the efficacy and effectiveness of DMS in reducing 
risks associated with distraction and evaluating different 
strategies that combine warnings and interventions. This way 
the potential distractions can be reduced to match both the 
requirements imposed by the driving environment and driver 
attention allocation.  

2.2 Restriction-Based Prevention  
Drivers may benefit from technologies that limit the 

opportunity to engage in distracting behaviors. Ford’s 
MyKey is one example of an in-vehicle technology suite that 
includes features like speed control and features that block 
incoming text and calls while the vehicle is in motion. 
Smartphone-based blocking technologies, services, or 
applications, can limit distracted driving by prohibiting calls 
and texts, blocking audio features, and specific apps. 
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Cellphone manufacturers also offer a Do Not Disturb Driving 
mode (DNDD) that can help drivers stay focused on the road 
by silencing or limiting notifications when driving. DNDD 
mode permits voice interaction and allows messages from 
select contacts to be automatically read out. Research to 
understand the effectiveness of DNDD apps in reducing 
crashes related to cellphone distraction would be valuable. 
Other research gaps center on driver awareness and 
acceptance of DNDD apps and on ways to improve 
messaging on their availability and evolving functionality. 
The emergence of telematics as a data source presents an 
opportunity for such efforts. 

2.3 Using Crash Avoidance Features for Prevention 
While not designed specifically to address driver 

distraction, crash avoidance features can alert distracted 
drivers to the risk of crashing and/or intervene with 
momentary braking or steering to avoid/mitigate crashes. 
Front crash prevention (FCP) and lane departure prevention 
(LDP) systems, in particular, address rear-end, sideswipe, 
single-vehicle, and lane drift crashes that are highly 
associated with distraction [6, 7]. FCP includes forward 
collision warning (FCW) and automatic emergency braking 
(AEB) features that effectively reduce front-to-rear crashes, 
as evident by a 27% reduction with FCW alone and a 50% 
reduction when combined with AEB. FCP technology has 
also demonstrated effectiveness in reducing crash rates of 
heavy trucks and crashes involving pedestrians or cyclists. 
Opportunities for further research also include examining the 
association between crash avoidance interventions and 
driving distractions, including the investigation of whether 
drivers use these features to engage in distracting activities.  

2.4 Automated Enforcement Based Prevention 
Automated enforcement of traffic laws, including 

those proscribing certain distracting behaviors, is another 
technology that could be deployed against distracted driving. 
Automated enforcement deters drivers from engaging in 
targeted behaviors by helping drivers understand that they are 
likely to be sanctioned even when enforcement officers 
cannot possibly observe all offenses. For example, Australia 
began using cameras mounted over traffic lanes to detect 
violations of laws prohibiting handheld electronic device use 
[8]. Image recognition and machine-learning techniques 
process the images of vehicles with offending drivers in real 
time. 

While, there is no firm link between distracted driving 
and red-light running or speeding in the record of real crashes, 
surveys and simulator studies suggest that inattention may 
lead to these behaviors. Research has shown significant 
reductions in red-light violations and speeding after 
introducing camera programs, leading to fewer crashes. 
While the effectiveness of automated enforcement in directly 
addressing distracted driving is still uncertain, there's 
potential for it to mitigate distracting behaviors like texting 
while driving.  

2.5 Policy and Regulation 
Public policy has attempted to address driver 

distraction through different mechanisms and various 
authorities, from local municipalities to various branches of 

the federal government. The National Highway Traffic Safety 
Administration issued guidance concerning the electronic 
equipment in vehicles, and portable aftermarket devices 
brought into the vehicle. The Bipartisan Infrastructure Law 
requires (§24209) the Secretary of Transportation to research 
the use of DMS to mitigate driver distraction, and if deemed 
appropriate, to issue a rulemaking to require such systems. In 
Europe, DMS technologies are expected to become standard 
features in new cars as a result of regulatory and rating agency 
requirements. For example, the European Union has 
mandated drowsiness and attention monitoring and advanced 
driver distraction warnings for inclusion in all new vehicle 
models starting in 2024 and 2026 respectively. Additionally, 
the Euro NCAP grants vehicle points toward a 5-star rating 
for including DMS from 2023.  

The automotive industry also developed consensus 
guidelines regarding designing and constructing in-vehicle 
electronic devices. In 2006, the Alliance of Automobile 
Manufacturers developed its Statement of Principles, Criteria, 
and Verification Procedures on Driver Interactions with 
Advanced In-Vehicle Information and Communication 
Systems. Updated in 2021, the guidelines, under the purview 
of the Alliance for Automotive Innovation, were amended to 
account for new technologies to assess driver attention and 
engagement. Outstanding research gaps include evaluating 
the cultural, societal, and regulatory differences across 
various countries and how these differences may impact the 
implementation and acceptance of technologies to mitigate 
distraction. 

3. Discussion and Conclusions 
This work summarizes existing approaches and 

technologies to prevent driver distraction and mitigate its 
consequences. It also identifies gaps in current technology 
and outlines areas for future research and development. The 
work covers technologies like DMS, smartphone-blocking 
technologies, crash avoidance features, and automated 
enforcement. While these technologies show promise, further 
research is needed to assess their effectiveness and adoption. 
From a regulatory standpoint, there are currently no specific 
requirements in the U.S. for technologies to mitigate driver 
distraction, but guidelines exist to minimize it. The Bipartisan 
Infrastructure Law mandates research into DMS technologies 
as a countermeasure to distraction. The work underscores the 
importance of understanding human-technology interaction 
and calls for continued research on automation and driver 
distraction. Innovative technological solutions have the 
potential to reduce driver distraction and improve road safety, 
but further development and understanding are necessary.  
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Abstract:  
This study aims to investigate how directional auditory warnings affect drivers' gaze patterns and responses, and if this is affected 
by audiovisual asynchrony. A total of 44 drivers are recruited for this driving simulator study, which will assess how drivers 
respond to a range of warnings after resuming control from automation, during a collision avoidance task. Data collection is 
currently in progress. Insights gained from this experiment will improve our understanding of how directional auditory warnings 
guide drivers' visual attention, after resuming control from automation, particularly when these warnings are presented before the 
appearance of a hazard. Moreover, the findings will identify the optimal method for using directional warnings to guide attention 
in a lane change scenario; and whether these should be towards steering or hazard direction. 
 

1. Introduction 
The distribution of driver visual attention is an 

important aspect of road safety, with inattention towards the 
driving environment being implicated in a significant 
majority of traffic accidents. For instance, visual inattention 
is known to be a contributing factor in 93% of all rear-end 
collisions (Dingus et al., 2006) and 65% of all accidents 
(Graab et al., 2008). Visual attention is the cognitive process 
that facilitates the selection of important information from the 
environment. (Lockhofen & Mulert, 2021) and understanding 
the mechanisms underlying visual attention is vital for 
designing effective warning systems that can enhance driver 
safety. Shifts of visual attention may occur overtly through 
eye movements or covertly through cognitive focus, without 
eye movements (Posner, 1980). However, according to 
Moray (1993), visual information sampling is mostly 
influenced by overt attention. Attentional control 
mechanisms are classified broadly as bottom-up and top-
down (Borji & Itti, 2012). While bottom-up mechanisms are 
involuntary and driven by the saliency of stimuli (Itti & Koch, 
2000; Theeuwes, 1994), top-down mechanisms are voluntary 
and shaped by the observer's goals and knowledge (Chun & 
Jiang, 1998; Wolfe et al., 1989; Saalman et al., 2007).  

Individuals employ different mechanisms to select 
important visual information from the environment, during 
real world tasks such as driving. However, they tend to select 
relevant information from a common external source across 
several modalities, thus their attention is crossmodally 
coordinated (Driver & Spence 1998). As an example, when 
we hear a car horn, we tend to look at the direction of the 
sound, even if that direction is not so visually salient. As a 
result, hearing a salient sound can draw visual-spatial 
attention towards its origin. A recent review in this area 
provide evidence that directing attention towards a peripheral, 
salient, sound improves visual perception, increases visual-
cortical responses, and modulates visual cortex activity 
(Störmer, 2019). Notably, these results were contingent upon 
presenting the sound before the appearance of a visual 
stimulus. These findings have motivated the use of directional 
auditory warnings to guide drivers’ visual attention. In the 
context of driving, directional warnings are used to refer to 

the hazard direction or the steering direction, particularly in a 
lane change scenario. The use of these directional auditory 
warnings is becoming more widespread through advanced 
driver assistance systems (ADAS) such those used for 
pedestrian collision warning (Chen et al., 2022), or blind spot 
warning (de Winter et al., 2022). 

Several studies have investigated the effectiveness of 
auditory warnings that point to the hazard location (hazard 
direction), versus steering away from the hazard (steering 
direction), by identifying the direction of free space (Chen et 
al., 2022; Huang & Pitts, 2022; Wang et al., 2003). However, 
these studies have yielded inconsistent results. Some studies 
have reported that steering away from the hazards results in a 
faster steering response (Huang & Pitts, 2022; Wang et al., 
2003), while Chen et al., 2022 found that directing attention 
to the hazard led to a faster response. Notably, none of these 
studies included presenting the directional auditory warning 
before the appearance of the visual stimulus, which was 
previously introduced as the main factor for the effectiveness 
of guiding visual attention (Störmer, 2019). De Winter et al. 
(2022) conducted a computer-based study to investigate how 
auditory hazard direction versus steering direction warnings 
guided drivers’ gaze during lane change scenarios. 
Participants watched videos of near collisions on a computer 
screen and were asked to press the left or right arrow keys on 
the keyboard to indicate which direction they would move the 
vehicle, in order to avoid a collision. The presentation of 
auditory warnings coincided with the appearance of the 
hazard as the visual stimulus. Results revealed no significant 
differences in reaction times between steering and hazard 
direction warnings. Eye-tracking data indicated that 
directional auditory warnings did not guide drivers' visual 
attention towards the suggested location. The authors 
concluded that visual information is dominant and more 
influential for guiding attention, than auditory directional 
warnings. These results are predicted by the Colavita visual 
dominance effect (Colavita, 1974), which states that people 
frequently fail to respond to auditory stimuli if they have to 
respond to a simultaneously presented visual stimulus 
(Colavita, 1974; Spence et al., 2012). To modulate the 
Colavita visual dominance effect, Koppen and Spence (2007) 
conducted a study using audiovisual asynchrony. They 
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manipulated the stimulus onset asynchrony (SOA) between 
the auditory and visual elements of bimodal targets. 
Participants were asked to quickly respond to auditory tones 
and visual flashes using separate keys. The findings indicated 
that the Colavita effect disappeared when participants 
received the auditory stimulus before the visual stimulus. To 
study this phenomenon in driving, the current study considers 
how the asynchrony of directional auditory warnings and 
visual information in driving affects eye movement patterns 
and driver responses, which to the best of our knowledge, has 
not been considered, to date. 

2. Method 
The study has received approval from the University 

of Leeds Ethics Committee (Reference code: 2024-1012-
1510).  

2.1 Participants  
A total of 44 participants aged between 21 and 70 

years old will take part in this study. They will all hold a UK 
driving license, valid for at least 2 years. They will be regular 
drivers, who drive at least once a week. They will have 
normal or corrected to normal levels of vision and hearing. 

2.2 Apparatus 
The study will be conducted using the University of 

Leeds static driving simulator (Figure 1). Eye tracking data 
will be collected via a Smart Eye Pro 3-camera fixed-based 
eye tracker. Participants will wear a headphones throughout 
the study, which is used to present the auditory warnings (see 
below for further details).  

Figure 1: Static driving simulator set up. 

2.3 Experimental design 
A 2 x 3 x 4 within-participants design will be utilised 

in the current study with audio warning type (speech and non-
speech), warning direction (hazard direction, steering 
direction, and baseline/non-directional), and SOA (0, 200, 
400, and 600 ms) as the independent variables. Each 
participant will complete four drives. The drives with speech 
and non-speech warnings will be counterbalanced across 
participants. Each drive will consist of 24 randomized trials 
regarding hazard location (left vs. right), directional and non-
directional warnings, and SOAs. As an example, for the 
speech trials, drivers will hear the word “left” in their left ear, 
“right” in their right ear, or “look” for the non-directional 
warnings (see Tables 1 and 2).   

2.4  Procedure and driving scenario 
After arrival, participants will sign and read a consent 

and information form. The form indicates the study purpose 
and explains the procedure and warnings. Prior to each main 
drive, participants will take part in a practice drive to become 
familiar with the equipment, scenarios, and auditory warnings. 
Practice drive trials will not include audiovisual asynchrony 
(SOA = 0). Each experimental drive begins with automated 
SAE Level 2 driving engaged (SAE, 2021). When the trial 
starts, the ego vehicle will travel at 60 mph on a three-lane 
highway, driving in the centre of the middle lane. After 4 
seconds of automated driving, an occlusion is introduced, 
where the main driving scene and all mirrors are occluded 
(with a grey screen) for 4 s + the SOA. Before the end of each 
occlusion, one of the auditory warnings is presented via a set 
of headphones (e.g., left, right or look, for the speech trials). 
The onset of the auditory warning coincides with the onset of 
an SOA. For example, in a trial with an SOA of 0 ms, the 
appearance of the driving environment coincides with the 
onset of the auditory warning, and in a trial with an SOA of 
600 ms, the driving environment appears 600 ms after the 
onset of the auditory warning. Participants are not aware of 
the SOAs. When the occlusion ends, the automation is turned 
off and a stationary vehicle appears ahead of the ego vehicle 
blocking the middle lane. Additionally, an offside truck will 
be travelling at a speed of 70 mph, in either the left or right 
lane. The presence of this truck precludes drivers from 
moving to the adjacent lane (the lane with the truck), forcing 
them to move to the free lane, to avoid hitting the stationary 
lead vehicle. Participants must avoid a collision by steering 
to the free lane within a time to collision (TTC) of 3 seconds. 
The trial then ends, and participants are asked to press the 
button on the steering wheel to initiate the next trial. 
Regarding the warnings, two categories are used: steering 
direction warnings require participants to steer towards the 
free lane, and hazard direction warnings inform participants 
about the lane with the truck. At the end of each block, 
participants will fill out a post-drive questionnaire assessing 
their acceptance of warnings, perceived urgency of warnings, 
and NASA-TLX scores. 

3. Results 
Data collection is currently in progress. If accepted, 

the presentation will delve into the variations in gaze 
distribution, steering response time, collision rate, maximum 
lateral acceleration, and time to lane change in response to the 
different audiovisual asynchronies and whether these are 
different for the different warning directions and types. 
Regression-based models will be used to investigate 
differences in responses between the varying conditions. 

4. Discussion and Conclusions 
The study's results will be discussed, and the potential 

implications of the asynchrony between the onset of auditory 
warnings and the appearance of visual information on drivers' 
gaze patterns and responses in a critical lane change scenario 
will be outlined. Insights gained from this study hold 
significant implications for the design and implementation of 
future ADAS, aiming to enhance road safety and mitigate 
traffic accidents, especially regarding obstacle avoidance 
after resumption of control in Level 2 automated driving. 
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Abstract: This research examines the utility of integrating Driver Monitoring Systems (DMS) and ambient light displays 
into Lane Keeping Aids (LKAs) to reduce the incidence of false warnings. Given the substantial role driver inattention 
plays in road accidents, with distractions from Non-Driver-Related-Tasks (NDRTs), the study explores how customizing 
LKA functions based on the driver's attention can improve its user acceptance by reducing false positive warnings. An 
experimental setup involving 8 expert participants was conducted on a 26-kilometer stretch of public road to assess the 
impact of four different LKA configurations: standard LKA, LKA supplemented with ambient light, Adaptive LKA 
that takes driver’s attention into account (A-LKA), and A-LKA together with ambient light. The findings reveal that the 
adaptive LKA systems, particularly when used in combination with ambient light, were preferred for their ability to 
minimize false positives, while improving effectiveness of true positive warnings. The study underscores the potential of 
adapting LKA systems to individual drivers’ attention levels and the role of ambient light in such systems.

1. Introduction 

1.1 DMS-based lane keeping aid 
In the context of road safety research, the issue of 

driver distraction and inattention has emerged as a critical 
factor contributing to vehicular accidents. Accident data from 
6 European countries has shown that in 32% out of 1005 crash 
incidents, the driver, a rider or a pedestrian was either 
distracted or inattentive (Talbot, Fagerlind & Morris, 2013). 

The work Pohl et al. (2007) and Blaschke et al. (2009) 
investigate the role of driver monitoring systems (DMS) in 
reducing false positive warnings in lane keeping systems. 
These two studies explore the effect of drivers' Non-Driver-
Related-Tasks (NDRTs) on lane keeping and show that most 
NDRTs increase lane deviations, but that in most cases 
drivers still manage to stay in the lane. 

The studies show that all degrees of lateral support 
increase lane keeping performance, with systems providing 
greater assistance during NDRT tasks proving most useful. 
This underlines the potential of customizing lane keeping aid 
(LKA) systems based on the driver's use of NDRT, which 
could contribute to the reduction of false positive warnings 
i.e warnings that occur when driver is aware and alert, and 
thus improve driver safety and comfort (Pohl et al., 2007) and 
(Blaschke et al., 2009). 

A driver monitoring system (DMS) that can adapt to 
the driver's attention level and behaviour could reduce the 
need for warnings from lane-keeping systems and thus reduce 
the number of false positives. This in turn might lead to less 
deactivation of the feature by the driver and a more positive 
attitude towards it. By integrating such systems, lane-keeping 
aid could be provided in a more targeted and efficient way, 
increasing both road safety and driver comfort.  

1.2 Ambient light displays 
Advances in cognitive psychology have led to various 

theories explaining how humans process information, 
especially when it comes to performing multiple tasks 
simultaneously. One of the debates concerns the single-

channel versus multiple resources hypothesis (Navon & 
Miller, 2002; Wickens, 2002; Wickens, 2008). The theory of 
multiple resources, proposed by Wickens (Wickens, 2002), 
suggests that there are two aspects of visual processing, i.e. 
focal and peripheral vision. Moreover, these two aspects are 
suggested to support efficient time-sharing and are 
characterized by different neurological structures (Previc, 
1998). (Borojeni et al., 2016) state that this theory highlights 
a potential bottleneck in visual processing tasks during take-
over requests (TORs) in automated driving, suggesting the 
usefulness of peripheral light displays to facilitate efficient 
time-sharing for TORs. 

The concept of ambient light displays in a vehicle 
context is mainly about using non-intrusive, peripheral light 
signals to convey information to drivers. These signals can 
offer guidance to the driver in tasks such as lane changes and 
TOR in semi-autonomous vehicles. Studies like (Löcken et 
al., 2015) and (Bojoreni et al., 2016) delve into the application 
of ambient light in specific driving situations, and have 
provided insights into how ambient light signals can improve 
driver performance without excess cognitive load for the 
driver. 

In the case of lane departure warnings, which often use 
icons, sounds and tactile information, the visual aspect can be 
emphasized by using ambient light displays instead of icons. 
Ambient light displays can be placed on each A-pillar relating 
to the respective lane markings (see figure 1), thus potentially 
having the warnings be more comprehensible. 

2. Method 
An experiment was conducted on a 26-kilometre 

stretch of public road using a Lincoln MKZ test vehicle and 
a proof-of-concept prototype for LKA and an ambient light 
Human-Machine Interface (HMI). 

The study was conducted with four different 
conditions: standard LKA which showed lane departure 
warnings with an icon in the dashboard, standard LKA with 
ambient light, A-LKA (Adaptive LKA) in which drivers’ 
attentiveness was monitored by means of a camera-based 
DMS and attentiveness was considered for LKA warning and 
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intervention triggers. When driver distraction was detected, 
the LKA was more prone to produce warnings and 
intervention. A-LKA  showed lane departure warnings with 
an icon in the dashboard. The fourth and last condition was 
A-LKA with ambient light. Each driver, a total of 8 males 
with an average age of 35 years (SD = 8.3) who were test 
drivers at research project partner Aptiv, completed a 26 
kilometres drive under each condition on the same public 
roadway that included about half the stretch rural roads and 
the other half highway, resulting in a total of four 26-km 
drives per participant. On the highway, the participants were 
instructed to perform a manual distraction task by placing one 
hand around the infotainment area of the vehicle with eyes on 
the road whilst slowly drifting towards the lane line to 
experience a LKA warning and intervention. This technique 
was used to avoid danger during the data collection while still 
providing the driver with an experience of LKA triggers with 
and without the A-LKA functionality in the highway context. 
On the rural road, the participants were instructed to drive 
naturally. Given the nature of the rural road which was 
selected for its narrower road width, lane departure warnings 
were triggered in all drives. 

To evaluate the systems, several subjective rating 
measurement were used, including the Van der Laan 
Acceptance Scale containing usefulness and satisfaction 
subscales, individual rating questions on effectiveness (How 
clear was the driver assistance system in its communication 
to you about what it saw and did? ), perceived situation 
awareness (The driver assistance system helped me 
understand my surroundings better), trust (How much do you 
trust the system?), preference (I am convinced that driver 
assistance systems should work this way) and ease of use 
(Generally, this/these features were (1- very difficult to use 
and 7 - very easy to use), as well as workload as measured by 
a revised NASA-RTLX scale. Semi-structured interviews 
were also conducted after each condition with questions 
about the LKA logic and behavior, as well as the user 
interface information and design. 

The study focused on comparing the different conditions 
to investigate how the addition of ambient light and the 
adaptation of driver support functionality to the driver's 
attention level affected drivers in the mentioned measures. 
 

 
Figure 1: illustration of the location and shape of ambient 
light that showed the approach or breach of the lane line or 
lane edge. 

3. Results 
The interviews conducted showed that LKA with 

ambient light was reported as more effective in its 
communication than LKA alone, but also that it led to an 
increased awareness of false warnings. Drivers were very 
positive about the idea of adapting LKA to the driver's 
condition and preferred the balance achieved by minimizing 
false positives and clearly presenting true positives with 
ambient light (A-LKA + ambient). 

Inferential analysis of the subjective ratings showed 
that: 
• Usefulness: A-LKA with ambient light was rated as 

significantly more useful than LKA (F(3, 21) = 4.480, p 
= 0.014), with a large effect size (Cohen's d = -1.723). 

 
Figure 2: line graph showing mean score difference between 
different conditions for usefulness. 

• Satisfaction: Both A-LKA and A-LKA with ambient 
light were significantly more satisfactory than LKA with 
ambient light (F(3, 21) = 7.103, p = 0.002), with large 
effect sizes (Cohen's d = -1.718). 

 
Figure 3: line graph showing mean score difference between 
different conditions for satisfaction. 

• Effectiveness: LKA with ambient light outperformed 
both A-LKA and A-LKA with ambient light (F(3, 21) = 
38.979, p < .001), with large effect sizes (Cohen's d = -
2.269). A-LKA with ambient light was more effective 
than A-LKA alone (Cohen's d = -2.695). 

 
Figure 4: line graph showing mean score difference between 
different conditions for effectiveness. 
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• Perceived situation awareness: A-LKA with ambient 
light showed a tendency towards higher perceived 
situation awareness compared to LKA and A-LKA alone 
(F(3, 21) = 3.098, p = 0.049), though not statistically 
significant (Cohen's d = -0.854). 

 
Figure 5: line graph showing mean score difference between 
different conditions for perceived situation awareness. 

• Preference: Participants significantly preferred A-LKA 
with ambient light over LKA (F(3, 21) = 3.363, p = 
0.038), with a large effect size (Cohen's d = -1.452). 

 
Figure 6: line graph showing mean score difference between 
different conditions for preference. 

• No differences were observed in ease of use (F(3, 21) = 
1.449, p = 0.257), trust (F(3, 21) = 2.116, p = 0.129), or 
workload (NASA-RTLX: F(3, 21) = 1.420, p = 0.265). 
 
See Appendix (A) for numeric descriptive results. 

4. Conclusions 
The adaptive LKA, especially in combination with 

ambient light, seems to offer several advantages over the 
basic LKA. However, even the basic LKA with ambient light 
is still assessed as clear (in its communication), emphasizing 
that ambient light clarifies communication in the LKA 
systems. The adaptive nature of the warnings, which are 
adjusted based on the driver's attention, seems to be 
appreciated by drivers in terms of usability, satisfaction, and 
overall preference.  

This study demonstrates the feasibility of 
incorporating driver monitoring data for avoiding excessive 
LKA triggers in situations where the driver is attentive, alert 
and aware of the driving situation. This study also 
demonstrates the potential utility of ambient light for LKA 
warnings as a means to increase the effectiveness of the 
warning. These types of solutions have the potential to 

increase user acceptance of LKA, but in order to avoid 
missing true positives, the DMS needs to account for 
situations where the driver is looking but not seeing e.g. 
during a state of mind wandering. 
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Appendix A  

 

 
Table 1 Descriptive data for subjective rating scores separated by measures and conditions. Van Der Laan (usefulness 
and satisfaction) were scored on a scale -2 to 2, the individual rating questions (effectiveness, perceived situation 
awareness, trust, preference and ease of use) were scored on a 1 to 7 scale, and the modified NASA-RTLX workload 
scale was scored on a 1 to 10 scale.  

Measure   LKA LKA + 
ambient A-LKA A-LKA + 

ambient 
Usefulness  Median 0.600 0.900 1.000 1.200 
Usefulness Mean 0.531 0.800 0.950 1.275 
Usefulness Std. Deviation 0.363 0.595 0.366 0.354 
Satisfaction Median 0.625 0.000 0.875 1.000 
Satisfaction Mean 0.531 0.125 0.844 0.938 
Satisfaction Std. Deviation 0.364 0.582 0.499 0.417 
Effectiveness Median 3.000 6.000 2.000 5.000 
Effectiveness Mean 2.875 6.000 2.500 4.875 
Effectiveness Std. Deviation 0.835 0.756 1.069 0.835 
Perceived situation awareness Median 3.000 4.000 3.000 4.500 
Perceived situation awareness Mean 3.375 4.125 3.375 4.500 
Perceived situation awareness Std. Deviation 0.916 1.246 1.506 1.512 
Trust Median 4.000 4.000 5.000 5.000 
Trust Mean 4.500 4.375 4.875 5.125 
Trust Std. Deviation 1.069 0.916 0.991 1.246 
Preference Median 4.000 4.000 4.500 5.000 
Preference Mean 3.875 4.125 4.625 5.250 
Preference Std. Deviation 0.991 1.126 0.744 0.886 
Ease of use Median 6.000 6.000 6.000 6.500 
Ease of use Mean 5.875 6.000 6.000 6.500 
Ease of use Std. Deviation 0.835 0.756 0.926 0.535 
NASA-RTLX Median 3.417 3.667 3.583 3.167 
NASA-RTLX Mean 3.417 3.750 3.646 3.333 
NASA-RTLX Std. Deviation 0.321 0.496 0.393 0.807 
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Abstract: In the realm of driving, individuals possess spare visual capacity that is often directed towards engaging in 
secondary tasks. Nevertheless, considerable variability exists in individuals spare visual capacity. One method to 
estimate spare visual capacity involves the application of the visual occlusion technique, where the driver's visual field is 
intermittently blocked, and the occluded duration is measured. This occlusion time not only estimates spare visual 
capacity but measures the drivers' uncertainty growth rate. In this study, derived from a 4-year project, we present and 
summarize the findings from three driving simulator studies, providing a unique perspective on their results. Here, our 
objective is to investigate how drivers’ individual differences impact uncertainty growth rate and to identify relevant 
contributing factors. Results indicate that drivers base their occlusion time choices on a personal preference level, 
potentially linked to individual uncertainty tolerance or uncertainty growth rate during occlusion, observed in both 
manual and assisted driving. Also, it seems that drivers’ subjective estimates of their spare visual capacity display more 
variability than more objective estimates of their spare visual capacity. Furthermore, various factors seem to contribute 
to occlusion time preferences, with risk-taking tendencies being a noteworthy area requiring further investigation. 
Despite these findings, the most significant individual factors influencing occlusion times and spare visual capacity in 
driving remain unknown. These results can be utilized, for example, in the development of individualized and 
contextually intelligent driver attention monitoring and warning systems. 
 

1. Introduction 
Individuals possess spare visual capacity while 

driving, as indicated by Safford (1971). Spare visual capacity, 
as defined by Shinar et al. (1978, p. 556), is “the inverse of 
the amount of time a driver must maintain his eyes open in 
order to perform the driving task successfully”. Spare visual 
capacity is frequently allocated to engaging in secondary 
tasks (Kircher & Ahlström, 2018), and Hoedemaeker and 
Kopf (2001) and Mars et al. (2014) suggest that it can be 
enlarged through driving automation. One method to estimate 
spare visual capacity involves employing the visual occlusion 
technique, wherein driver’s visual field is intermittently 
blocked (Kujala et al., 2023; Senders et al., 1967). However, 
there are differences among individuals in terms of the extent 
of their spare visual capacity (Safford, 1971). Similarly, it has 
been found that individual differences also influence drivers’ 
occlusion times (Kujala, Grahn, et al., 2016; Kujala, Mäkelä, 
et al., 2016).  

Furthermore, occlusion can serve as a tool to measure 
drivers’ uncertainty growth rate (Senders et al., 1967). While 
secondary tasks have been employed for a similar purpose, 
we propose that occlusion offers a more direct assessment of 
drivers’ uncertainty adaptation. This distinction arises 
because certain features of secondary tasks, such as their 
structure (Grahn & Kujala, 2020), can cause prolonged in-car 
glances. Here, our objective is to investigate how drivers’ 
individual differences impact uncertainty growth and identify 
relevant factors. The first study utilizes both a visual 
secondary task and occlusion, while the subsequent two 
studies rely solely on occlusion. 

2. Empirical foundation 
The empirical foundation is derived from a 4-year 

project, “Appropriate Uncertainty in Manual and Automated 
Driving”, focused on creating computational models to 
improve traffic safety. These models define drivers’ 
situational information sampling requirements, contribute to 
the understanding of individual driver variability, and support 
the development of, for instance, valid and reliable 
inattention monitoring algorithms. 

In this section, we explore three project-related studies 
(one published, one under review, and one in preparation), 
systematically analyzing each to offer summarized insights 
into the central theme of individual differences among drives. 
This summary provides a unique perspective on the combined 
findings of the three studies. These articles feature data from 
driving simulator studies, utilizing multilevel modeling for 
analysis, and only relevant results are reported here. 
Multilevel models, accommodating hierarchical data 
structures (Hox, 1998), account for individual variation 
through intraclass correlation (ICC) when a participant is 
included as a random effect. While additional variables were 
considered and controlled in each model, not all of them are 
detailed in this discussion. 

2.1 Study 1 
In Study 1 (Grahn et al., 2023, see Figure 1), we 

investigated the association between drivers’ occlusion times 
(OT) and in-car glance durations, while identifying factors 
influencing this association. With 30 participants in a driving 
simulator, the experiment comprised three driving tasks: self-
paced occlusion and visually and cognitively demanding task 
(high and low demand), with the primary goal of lane-keeping. 
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Additionally, drivers’ visual search speed was assessed while 
not driving. The self-paced occlusion drive estimated 
participants’ preferred maximum OTs as their subjective 
estimates of spare visual capacity. 

The findings indicate an association between 
individuals’ preferences for OTs and in-car glance durations, 
particularly in low-demanding, unstructured tasks. Notably, 
in one model, longer visual search task duration in the 
stationary condition predicted longer glances during visual 
search tasks. The ICCs, reflecting the share of variance in the 
dependent variable attributed to individual differences, 
ranged from 15.9% to 29.7%. 

 

 
Figure 1: The setup of the experiment illustrating a visually 
and cognitively high-demanding secondary task (Grahn et 
al., 2023) 

2.2 Study 2 
In this study (Grahn et al., 2024a, see Figure 2), our 

aim was to investigate how drivers (N = 30) adapt their visual 
sampling behavior based on situational and individual 
variables. Participants engaged in a self-paced occlusion 
drive similar to Study 1. Alongside studying occlusion times 
(OT), we explored time-to-line-crossings (TLC, Godthelp et 
al., 1984), where OT reflects a driver’s subjective estimate of 
spare visual capacity and TLC represents more objectively 
estimated spare visual capacity in a situation. Again, their 
primary task was to stay in their lane, while maximizing OT. 

The findings indicate that the OT of the previous 
occlusion was the most influential predictor of current OT. 
Additionally, another significant predictor in the TLC models 
was standard deviation of lane position (SDLP), presenting 
individual variability in lateral control performance. Also, the 
ICCs in the models predicting OTs ranged from 24.7% to 
59.5%. Notably, these ICCs were six to eleven times larger 
than those observed in models predicting TLC. 

 

 

Figure 2: The setup of the experiment: occlusion drive’s 
unoccluded period (Grahn et al., 2024a) 

2.3 Study 3 
In Study 3 (Grahn et al., 2024b, see Figure 3), we 

investigated whether individual preferences for OT levels 
extend to assisted driving and also explored the potential 
association between OTs and general risk-taking behavior 
(Meertens & Lion, 2008). While intermittently driving 
occluded, 32 participants monitored an imperfect lane-
keeping assist, contributing insights into how drivers adapt to 
and calibrate their uncertainty toward such systems based on 
system’s observed behavior. Their task was to maximize OT 
while staying on the road. 

Once again, the most influential factor was the OT of 
the previous occlusion. Also, the general tendency to take 
risks impacted OTs, with a higher inclination toward risk-
taking being associated with longer OTs (on average 221 ms 
increase by 1-unit increase in the risk-taking scale) but was 
not significant in the model (p = .076). The ICC of the 
intercept-only model was 55.4% and in the final model 47.9%. 

 

 
Figure 3: The setup of the experiment: occlusion drive’s 
unoccluded period (Grahn et al. 2024b) 

3. Discussion 

3.1 Occlusion time preferences 
OT preferences were consistent across all three studies. 

In Study 1, there was an association between individuals’ OT 
preferences and in-car glance durations, particularly in low-
demanding, unstructured tasks. This suggests a consistent 
pattern of individual sampling preferences or tendencies 
during both occlusion drive and when engaging in tasks with 
minimal visual and cognitive demands. Study 2 found the OT 
of the previous occlusion as the most influential predictor of 
the current OT. This suggests that individuals base their OT 
choices on a personal preference level, potentially linked to 
individual uncertainty tolerance or uncertainty growth rate 
during occlusion. The same finding was observed in Study 3, 
indicating that even in assisted driving, individual 
preferences for OT choices remain valid. 
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3.2 Intraclass correlations across models 
The ICCs of the models across studies were relatively 

high. The ICC measures the extent to which observations 
within the same individual are more similar to each other than 
to observations in other individuals. This strengthens the 
observation of individual OT preferences. Notably, in Study 
2, the ICC in OT models was six to eleven times higher than 
in TLC models, indicating that subjective estimates of spare 
visual capacity vary much more than the more objective 
estimates of spare visual capacity in the same task. 

3.3 Other individual factors 
These studies also revealed insights into other 

individual factors influencing in-car glance durations, OT 
preferences, or TLC. Specifically, slower visual search speed 
was associated with longer in-car glances, while increased 
SDLP (instability in lateral control) increased the probability 
and rate of lane departure. Additionally, one of the models 
implied a potential association between a general risk-taking 
in life and longer OTs, although its statistical significance 
was slightly above the threshold in our study. 

4. Conclusions 
Individuals base their OT choices on a personal 

preference level, possibly linked to individual uncertainty 
tolerance or the uncertainty growth rate during occlusion. 
This was observed in both manual and assisted driving. 
Drivers’ subjective estimates of their spare visual capacity 
(here: OT) exhibit more variability than the more objective 
estimates of their spare visual capacity (here: TLC). 
Furthermore, various factors seem to contribute to OT 
preferences. For example, the risk-taking tendencies merit 
further investigation. Overall, the most significant individual 
factors that influence drivers’ individual OT preferences 
remain unknown. 
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Abstract: This study investigates the relationship between drivers’ hand positions and visual attention while using 
partial driving automation to understand individual differences in hands-off behavior. We analyzed 298 instances of 
Tesla Autopilot disengagements. Results showed that longer hands-off durations were associated with reduced on-road 
glance times. Based on the relationship, two driver clusters were identified: Cluster 1, characterized by more frequent 
Autopilot use, engaged in a combination of hands-off and hands-on behavior, while Cluster 2 rarely engaged in hands-
off behavior. Furthermore, we found that individual differences were associated with the duration of hands-off 
occurrences but not their likelihood. These findings suggest that driver adaptation to partial automation is associated 
with a combination of individual factors (e.g., knowledge and experience) and the experience afforded by the driving 
automation’s characteristics (e.g., driver alerting strategy). Together, these factors interact in ways that may affect the 
appropriate use of the driving automation and its overall impact on safety.  
 

1. Introduction 
Partial driving assistance systems are not deigned to 

operate autonomously and, by definition (SAE International, 
2014),  require  driver oversight. Drivers are responsible for 
monitoring the environment for objects and unexpected 
events, as well as the operation of driver support systems. As 
systems provide increased comfort and convenience, drivers 
have been observed disengaging from their roles and 
engaging in various non-driving related activities (Reagan et 
al., 2021). To this end, most production-level driving 
automation systems are accompanied by some form of driver 
state monitoring and support. Such systems often monitor 
driver engagement through steering wheel torque (e.g., Tesla 
Autopilot) and/or gaze or head pose detection (e.g., GM 
SuperCruise) to trigger alerts that are intended to enforce 
driver engagement.   

Despite the importance of drivers’ engagement, 
human operators often exhibit degraded monitoring 
performance with highly automated systems (Molloy & 
Parasuraman, 1996; Parasuraman & Manzey, 2010). As 
automation levels increase, drivers may allocate less attention 
to the system and traffic, affecting their readiness to resume 
control when needed (Victor et al., 2018). 

This study examines the association between drivers’ 
hand positions and their glance behavior using naturalistic 
driving data from Tesla Autopilot (AP), a hands-on partial 
driving automation feature recommended for highway use 
(Tesla Inc, 2024). AP encourages its hands-on-wheel 
requirement through a steering wheel torque sensing system 
and a range of alerts, which can escalate over time and 
eventually prevent the driver from using the system for the 
remainder of the ignition cycle if they do not respond. In 
addition to the relationship between drivers’ hand positions 
and glance behavior, we examine individual differences in 

these behaviors. This study aims to answer three research 
questions (RQ): 

 
RQ1. Is there a relationship between hands-off behavior 

and glance behavior, which can be a proxy for driver 
readiness to take-over control (TOC) from the automation?  

RQ2. Do individual differences exist in the relationship 
between hands-off behavior and forward glances? 

RQ3. How  are individual differences associated with 
hands-off behavior? 

2. Method 
This study used data curated in a previous study 

(Morando et al., 2020). Only the relevant information for this 
study is described here. 

2.1 Data Overview 
In this study, we analyzed 298 AP disengagements 

involving 19 drivers across 198 trips. For each disengagement, 
we annotated a 30-second driving segment surrounding the 
TOC (20 seconds before and 10 seconds after) for glance 
location and steering wheel control level annotation.  

2.2 Glance Behavior 
Each event was annotated  by coders using a frame-

by-frame glance coding protocol. Glance locations were 
classified into nine categories. In the analysis, time 
percentage of glances coded as “road” within the 20-second 
window prior to AP disengagement was calculated as 
percentage of on-road glances. 

2.3 Hands-Off Behavior  
Drivers’ steering wheel control was annotated into 

four levels (Figure 1): high, medium, low, and none (i.e., no 
hands on the wheel). In the analysis, the time percentage of 
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“none” within the 20-second window prior to AP 
disengagement was calculated as percentage of hands-off 
time. As a discrete response, if the percentage of hands-off 
was zero, it was coded as a “no hands-off” response. If the 
percentage is greater than zero, it was coded as a “hands-off” 
response. 

 
Figure 1. Hand-position coding from Morando et al., 2020 

2.4 Analytic Methods 
To address RQ1, we fitted a generalized linear mixed-

effect model to the percentage of on-road glances, with the 
percentage of hands-off as a predictor and the subject as a 
random effect.  

For RQ2, we fitted a mixture model, which describes 
a dataset as a combination of multiple probability 
distributions (e.g., a mixture of different sub-populations). 
Based on the relationship between the percentage of on-road 
glances and percentage of hands-off, the model grouped 
drivers into two clusters. To determine differences between 
the two clusters, we analyzed four survey questions using the 
Wilcoxon test. 

To address RQ3, we fitted a two-part mixed-effect 
model to analyze hands-off behavior as a mix of discrete 
response (hands-off vs. no hands-off) and continuous 
response (duration of hands-off). In this model, we swapped 
the predictor and outcome variables from the previous model, 
as the research question focused on hands-off behavior. 

The statistical analyses were performed using R 
packages, with the “lme4” (Bates et al., 2015) for the mixed-
effects model, the “FlexMix” (Leisch, 2004) for the mixture 
model, and the “brms” (Bürkner, 2017) for the two-part 
model. 

3. Results 

3.1 RQ1: Is There a Relationship Between Hands-Off 
Behavior and Glance Behavior? 

Results showed a negative association between the 
percentage of hands-off state and the percentage of on-road 
glances (marginal R2 = .07, conditional R2 = .14, p < .001). 
This suggests that drivers who spend more time with their 
hands off the wheel tend to spend less time looking at the road. 
Additionally, when examining individual data points, we 
observed potential bimodality in the percentage of hands-off 
(see Figure 2), which led our investigation in RQ2 and driver 
clustering. 

 
Figure 2. The relationship between the percentage of hands-
off and the percentage of on-road glances showed a negative 
association, with the x-axis indicating potential bimodality 

3.2 RQ2: Do Individual Differences Exist in the 
Relationship Between Hands-Off Behavior and 
Forward Glances?  

Cluster 1 comprised of nine drivers (no female, mean 
age = 45.8, SD = 13.7), while Cluster 2 consisted of 10 drivers 
(four female, mean age = 52.2, SD = 14.5). Cluster 1 drivers 
showed a high density of TOC events, with both no hands-off 
and a high percentage of hands-off, whereas Cluster 2 drivers 
had minimal hands-off occurrences (Figure 3). Additionally, 
Cluster 1 drivers tended to show a higher percentage of 
hands-off and lower percentage of on-road glances during AP 
compared to Cluster 2 drivers (Figure 4).  

 
Figure 3. Cluster 1 shows bimodality, whereas Cluster 2 
shows positive skewness 

 
Figure 4. Cluster 1 drivers show a higher percentage of 
hands-off and lower percentage of on-road glances. The 
error bars represent 95% confidence intervals  
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Survey results showed that none of the items reached 
p < .05 significance level (Table 1); however, the frequency 
of AP use was close to the threshold (p = .06). Upon 
qualitative examination of drivers’ responses regarding AP 
use frequency, Cluster 1 was found to consist of more 
frequent AP users (Figure 5).  

Table 1 Wilcoxon test results showed that there were no 
significant differences between Cluster 1 and 2 

Questions W p 

Frequency of AP use (5-point scale) 45 .06 

Trust in technologies (10-point scale) 26.5 .75 

Trust in AP (10-point scale) 33.5 .46 

AP safety (10-point scale) 41.5 .16 

 
Figure 5. Cluster 1 (left) consisted of more frequent AP 
users compared to Cluster 2 (right) 

3.3 RQ3: How Are Individual Differences Associated 
with Hands-Off Behavior? 

Results indicated that individual differences and the 
percentage of on-road glances were not significantly 
associated with the likelihood of hands-off occurrences. 
However, they were significantly associated with the duration 
of hands-off when such occurrences happened (Figure 6). 
Specifically, individual differences were significantly 
associated with the duration of hands-off, rather than whether 
they occurred or not (i.e., the response). 

 
Figure 6. Model estimates and 95th percentile confidence 
intervals. The left column (Response) indicates hands-off 
events, while the right column (Magnitude) indicates the 

duration of hands-off periods. Dark-colored points indicate 
significance at the p < .05 level 

4. Discussion 
Our findings show a negative relationship between 

hands-off behavior and on-road glance behavior. While 
further investigation is needed to understand the motivations 
behind these behaviors and the activities drivers engaged in 
during the hands-off periods, an initial review of the video 
data supports a link to non-driving related task engagement. 

We used 20-second time windows before AP 
disengagement; therefore, 100% hands-off means drivers had 
their hands off the wheel for at least 20 seconds before the 
TOC. Tesla’s AP features a hands-on-wheel warning system 
that escalates over time if the driver doesn’t respond. Non-
response for an extended period results in a negative outcome, 
such as the vehicle slowing down, and AP being locked out 
for the remainder of the trip. However, with this protocol, a 
20-second hands-off period without a negative consequence 
(e.g., AP lockout) may be considered acceptable by some 
drivers. 

In terms of safety, hands-off behavior for a partial 
driving automation system that requires hands-on control can 
be seen as a deviation from recommended  safe use. However, 
due to the flexibility of the driver alerting strategy, drivers 
may not perceive their hands-off behavior as a deviation from 
recommended use and could normalize it over time. This may 
lead to suboptimal driving behavior (given limitations in 
system design) and an increased likelihood of adverse safety-
related events. Identifying contributing factors, such as 
design features of monitoring and feedback systems, and 
developing scientifically supported mitigation strategies 
tailored to individual differences to enhance driver 
engagement while using driving automation could help 
drivers use these systems appropriately. 

5. Conclusions 
This study expends on previous research that 

separately examined hands on wheel and glance behaviors 
(Gershon et al., 2023; Morando et al., 2021a, 2021b). Our 
findings are summarized below with corresponding research 
questions: 

 
- [RQ1] Drivers who spend more time with their hands off 

the wheel tend to spend less time looking at the road. 
- [RQ2] Two driver clusters were identified: Cluster 1 

engaged in both hands-off and hands-on behavior, with 
more frequent AP use, whereas Cluster 2 rarely engaged 
in hands-off behavior. 

- [RQ3] Individual differences were linked to hands-off 
duration, not occurrence. 

 
These findings highlight the importance of 

understanding and addressing individual differences in 
hands-off behavior to enhance the safety and effectiveness of 
automated driving systems. 
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Abstract: The present eye-tracking study explores dynamics of visual attention and its distribution in 
tram drivers.  While driving a tram simulator, experienced (n = 25) and novice drivers (n = 20) were focal 
mainly at tram stop operations. Novices switched to ambient attention faster than experts who were more 
attentive at the beginning of taking turns. The analysis of attention dynamics showed that experts’ 
changes between focal and ambient attention are more relevant to the demands of the ongoing tram 
operation to maintain safety. Based on these findings visual attention training for novices will be designed. 
 

1. Introduction 
Tram operators must be highly attentive and 

predictive to safely navigate urban traffic (Naweed & 
Rose, 2015). They oversee tram and passenger safety, 
maintain the tram schedule, and manage other tasks of 
high cognitive demand (Naweed, 2013; Naznin et al., 
2017). Those tasks force drivers to maintain a highly 
attentive state for a long time.  

Driver distraction and inattention, defined as 
the diversion of attention away from activities critical 
for safe driving towards a competing activity (Lee et 
al., 2009), are the main factors of vehicle road 
incidents (Regan et al., 2011). The Municipal Road 
Authority (2023) reports that most of the tram 
collisions in Warsaw, Poland are caused by drivers 
with less than 5 years of experience. There is a 
pressing need to train novices in maintaining attentive 
states for a long time and in effectively allocating 
visual attention to key elements of a visual field, 
especially at crucial tram operating tasks, tram stops 
operating or turns-making. 

The studies on the visual attention of tram 
drivers compared to other road users are scarce 
(Kapitaniak et al., 2015). The present eye-tracking 
study aims to fill this gap by exploring the differences 
between novice and expert tram drivers in how they 
allocate their visual attention during challenging tasks 
(tram stop operations, turn-making, reactions to track 
hazards). The study aims to establish a foundation for 
attention-based training for novice tram drivers in the 
future. 

1.1 Visual Attention Dynamics and Strategies of   
      Novices and Experts 

Eye movements reflect changes in overt 
visual attention (Posner et al., 2004). Previous studies 
indicate that experts' visual strategies differ from 
novices across various domains (Brams et al., 2019). 
Warchoł-Jakubowska et al. (2023) revealed 
significant differences in visual attention patterns 
between novice and expert tram drivers while 
watching pre-recorded first-person tram rides. Expert 

tram drivers exhibited more attentive patterns of their 
eye movements over a longer time compared to 
novices. Moreover, novices tended to focus their 
visual attention on less relevant tram control panel 
elements. 
 The dynamics of visual attention is a constant 
interaction between two modes - ambient and focal. 
These modes refer to the difference between exploring 
and investigating the visual field. The distinction was 
first observed by Traverten (1968). The ambient mode 
is associated with quick and effortless processing of 
simple visual elements across a wide area of the visual 
field. The focal mode, on the other hand, requires 
significant cognitive resources to process complex 
visual information from a relatively small area of the 
field. Eye movements play a crucial role in this 
interplay of fixation duration and subsequent saccadic 
amplitude (Velichovsky et al., 2005). 

According to Krejtz et al. (2012), ambient 
and focal modes are two extremes of the attention 
process. During attending a new scene, the ambient 
mode comes first and is followed by the focal mode. 
To measure this process dynamics, a second-order 
metric (Duchowski, 2017) of the attention process was 
introduced known as the K-coefficient (Krejtz et al., 
2016). The coefficient is based on the relation between 
fixation duration and the subsequent saccadic 
amplitude, and its negative values indicate the ambient 
mode of attention while positive values indicate the 
focal mode. The absolute value of the K-coefficient 
determines the intensity of the current mode. 

1.2 The Present Study 
This study attempts to determine whether 

expert drivers exhibit attentional patterns that can 
improve tram safety. Two hypotheses were developed 
for the study. The first hypothesis is that experts 
maintain more focal attention during the critical 
phases of different tram tasks. The second hypothesis 
is that experts pay more attention to instruments 
(control panels, windshields, or mirrors) that are more 
relevant to certain task phases.  
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To address the hypotheses, a 2x3 mixed-
design experimental eye-tracking study was 
conducted on two groups of tram drivers (experts vs. 
novices) performing a test ride in the tram driving 
simulator. Three different tasks were embedded into 
the ride: hazardous track intrusion vs. tram stop 
operating vs. turn-taking (see Fig. 1). 

2. Method 

2.1 Participants 

  
Fig. 1. Study settings. Driver operates the simulator 
while wearing eye-tracking glasses 

 
Experts (n = 25, 5 females, 𝑀𝑀𝑎𝑎𝑎𝑎𝑎𝑎 = 43.07, SD 

= 5.97) and novice tram drivers (n = 20, 5  females, 
𝑀𝑀𝑎𝑎𝑎𝑎𝑎𝑎 = 37.90, SD = 7.54) participated in the study. 
Experts had a minimum of 5 years whereas novices 
had a maximum of one year of accident-free tram 
driving experience. 

2.2 Study Procedure and Equipment 
The study was conducted at the Warsaw 

Tram Training Centre using the LANDER Tram 
Simulator. The simulator faithfully replicated the Pesa 
120Na tram model, and the route was based on the 
track infrastructure of Warsaw city in Poland. 

After signing the consent form, participants 
were asked to perform a simulator ride on a pre-
programmed route with three types of tasks: 1. 
potentially hazardous events (e.g., pedestrians 
stepping out from behind a tram, vehicle forcing right-
of-way), 2. tram stops operating, and 3. right and left 
turns making (each turn requiring timely switch point 
operation). During the experimental task participants’ 
eye movements were recorded with PupilLabs 
Invisible mobile eye tracker with 200Hz sampling 
rate. 

Finally, participants rated the difficulty on a 
5-point Likert-type scale and completed a 
demographic survey including age and gender. The 
first author’s institutional IRB approved the study 
protocol (no. 54/2022). 

2.3 Analytical plan 
To delve into the dynamics of attention, time 

on each task was divided into three equal time epochs 
(P1, P2, and P3) for each participant. Analyses of 
attention allocation were based on areas of interest 

(AOIs) windshields, control panels, and mirrors. 
Those three AOIs covered almost the entire visual 
field for each participant. The statistical analyses were 
based on Linear Mixed Modelling (LMM) conducted 
in R language for statistical computing (R Core Team, 
2020). 

3. Results 
There was no statistically significant 

difference in the evaluation of experimental task 
difficulty between experts (M = 2.05, SD = 1.15) and 
novices (M = 1.96,  SD = 0.98), t(37.51) = 0.28, p = 
0.79. 

In the analysis of ambient-focal attention (see 
Fig. 2), the full LMM model showed that the three-
way interaction significantly improved the null model, 
Chi2(4) = 9.59, p < .04, Pseudo–R2(total) = .08. The 
pairwise comparisons of estimated means revealed 
that while turn-taking novices were significantly more 
ambient when progressing with the task, from P1 to P2 
(z = 3.87, p < .001) and P3 (z = 4.05, p < .001). 
Experts’ attention stayed more focal, there was no 
significant decrease between P1 and P2 (z = 0.45, 
p > .05), and P3 (z = 1.50, p > .05). Interestingly, 
during hazardous track intrusions and tram stop 
operation, dynamics of ambient-focal attention were 
similar in experts and novices (see Fig. 2). 
 

 
Fig. 2. Ambient-focal attention dynamics depending 
on expertise, task type, and time epochs. Note: P1, P2, 
P3 - time periods; error bars represent +/-1SE for 
estimated means 
 

To unveil the nature of these differences and 
examine the attention distribution in different periods 
of tasks (hazard, tram stop operating, turning), we 
repeated the LMM analyses separately for each 
category of AOIs: windshields, control panels, and 
mirrors with the total fixation time as a dependent 
variable. 

The LMM analysis revealed a significant 
interaction effect between task, expertise, and time, 
𝜒𝜒2(6) = 18.04, p  < .001, Pseudo–R2(total) = .51 (see 
Fig. 3). Pairwise comparisons indicated that experts 
exhibit significantly longer total fixation time on 
mirrors at the very first stage of turning than novices, 
t(70.2) = 3.16, p < .01. 

Additionally, a similar analysis of the 
number of fixations on mirrors corroborated the 
findings. Experts made significantly more fixations to 
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mirrors. Analogous analyses for windshields and 
control panels did not show any significant differences 
between experts and novices. 

 

 
Fig. 3. Total fixation time on mirrors depending on 
expertise (exp), task, and time. Note: error bars 
represent +/-1SE for estimated means, and P1, P2, P3 
represent the time periods of each task. 

4. Discussion and Conclusion 
Literature reviews  continue to indicate expertise-
related differences in characteristics of visual 
attention, namely fixation duration, number of 
fixations, gaze location, and quiet eye duration (e.g., 
Klostermann & Moeinirad, 2019). Selective attention 
allocation towards relevant visual information 
predominates among most experts (more fixations 
with longer durations on important visual 
information), except for experts in the field of 
medicine (Krejtz et al. 2023). Similarly, Negi et al. 
(2019) demonstrated that race-car drivers (experts) 
adopt different driving strategies and exhibit higher 
steering activity resulting in lower lap-times than 
regular drivers in a simulated car race. 

In line, the present findings reveal that tram-
driving experts employ a more deliberate visual 
exploration strategy, likely allocating greater 
cognitive resources, particularly during turning. Being 
less attentive to tram stops and turns poses risks to 
passengers and nearby vehicles. Checking mirrors is 
essential per tram driving regulations. The focus of 
tram-driving experts  on mirrors during turning 
suggests vigilance in anticipating incidents. Other 
studies corroborate our findings. Underwood (2007) 
suggests that novice drivers are relatively insensitive 
to changes in road traffic conditions, whereas 
experienced drivers anticipate potential problems by 
looking at parts of the road where other vehicles may 
intersect. But as drivers' skills develop an increase in 
visual scanning can be observed (Underwood, 2007).   

These findings guide our focus when 
designing training for novices. Continuing the present 
work, we consider the use of augmented reality for 
training purposes offering interactive training. Based 
on our results, the training scenario would involve 
precise guidance on where to direct attention, such as 
highlighting mirrors during turns with XR glasses. 

Switching from ambient to focal attention is 
particularly important in the context of semi-
automated driving when humans need to intervene at 

certain moments. As drivers, especially novices, in 
semi-automated vehicles show poorer visual 
behaviour compared to active drivers in the task of 
transitioning from inattention to attention, (Ouddiz et 
al., 2020). 

In our study, visual attention was measured 
during tram driving using a simulator. In future 
research, it would be valuable to investigate 
differences between experts and novices in real tram 
driving within urban environments. Additionally, it is 
worth noting the underrepresentation of women in 
tram driver roles, so future studies may explore gender 
disparities in tram driving.  

The present dynamical approach signifies 
progress toward a personalized gaze-based training for 
novice tram drivers, akin to methods used for pilots 
(Muehlethaler & Knecht, 2016) and air traffic 
controllers (Kang & Landry, 2014). Analysing visual 
attention dynamics is crucial for novice training and 
expert insight. Training focal attention allocation aims 
to reduce incidents resulting from distractions during 
tram driving tasks. 
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Abstract: It is well established that cognitive load, caused by activities which take drivers' minds off the road, leads to 
increased concentration of gaze toward the road centre and consequent decrease in visual anticipation of the future path, 
especially in the case of less experienced drivers. However, the mechanisms underlying anticipation, particularly how 
drivers who drive with or without a concurrent secondary activity make use of pre-event cues to anticipate the future path, 
are still largely unknown. This study investigated differences in gaze behaviour of cognitively loaded expert and non-
expert drivers in situations with and without predictive cue which indicated curve direction and the approximate degree 
of the turn required. The study included 14 expert drivers (advanced police drivers) and 20 experienced, but non-expert 
drivers. Cognitive load- and predictive cue related differences in gaze patterns between expert and non-expert drivers will 
be analysed and discussed together with potential safety implications.   
 

1. Introduction 
More than 50% of road traffic fatalities in the EU 

occur on sharp bends of rural roads, with men being three 
times as likely as women to die in car accidents (ERSO, 
2021a). The ubiquitous addition of mobile technologies has 
only worsened this state in recent years, leading to increased 
engagement in non-driving related activities, with primarily 
cognitive distractions (e.g., hands-free phone conversations) 
accounting for almost 90% of collision incidents (ERSO, 
2021b). Even though extensive research has been conducted 
on the impact of cognitive distraction caused by activities 
which increase drivers’ cognitive load without redirecting 
their gaze from the road ahead, its safety implications, as well 
as potential countermeasures, are still unknown. 

1.1 Cognitive load and driving performance  
Although there is no single accepted theory of 

cognitive load, the key assumption of many is the concept of 
a limited processing capacity, due to which identical task 
requirements may place different demands on novice, 
experienced, and highly trained experts (e.g., Engström et al., 
2017; Fuller, 2005; Wickens, 1984). It is argued that the less 
processing resources are required for a certain activity, the 
less performance will be affected. Therefore, cognitive load 
is not only determined by performers’ capabilities but also by 
task demands, both of which can be potentially influenced by 
context (Young et al., 2015). For example, Oviedo-
Trespalacios and colleagues (2017) found that cognitively 
loaded drivers reduced their speed more while driving on 
sharp bends than on gently curved roads or straight segments.  

To assist drivers in negotiating curves safely, many 
curves are preceded by a warning sign along the road, that 
indicates the direction and approximate degree of the turn 
required. Although several studies have questioned their 
effectiveness (Macdonald & Hoffmann, 1991; Summala & 
Hietamäki, 1984), there is evidence that warning signs may 
serve as implicit cues for unconscious or automatic vehicle 

control, especially needed under conditions of poor visibility 
(e.g., a sharp curve with a limited sight distance) (Crundall & 
Underwood, 2001).  

Since many studies have shown that cognitively 
loading secondary tasks lead to increased concentration of 
gaze towards the road centre (Nuñes & Recarte, 2002; Reimer, 
2009; Wang et al., 2014), and consequent decrease in visual 
anticipation, especially in the case of less experienced drivers 
(Lehtonen et al., 2014), it is possible that cognitively loaded 
drivers fail to notice on-road cues needed to safely navigate 
the curve. However, in one of the few studies on the topic, it 
has been shown that curve warnings, particularly those which 
emphasised the perceptual features of the curve (e.g., 
direction, severity of the curve) led to a reduced speed while 
approaching the curve, even when drivers’ attention was 
engaged by cognitive secondary activity (Charlton, 2004). 
Therefore, properties of warning signs that were perceived 
unconsciously maintained their effectiveness despite 
cognitively loading concurrent activity.  

1.2 Aim of the study   
Although several studies have shown that experienced 

drivers demonstrate more look-ahead fixations compared to 
less experienced drivers (e.g., Lehtonen et al., 2014), the 
mechanisms underlying anticipation, particularly how non-
expert and expert drivers make use of temporal and spatial 
gains obtained through the recognition of pre-event cues are 
still largely unknown. Knowing how cognitive load affects 
experts’ and non-experts’ gaze patterns and whether curve 
warnings can mitigate the effects of cognitive load on curve 
anticipation of both expert and non-expert drivers could have 
valuable practical implications. This study will, therefore, 
investigate whether predictive cues help expert and non-
expert drivers accurately anticipate the upcoming curve even 
when cognitively loaded.  
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2. Method 

2.1 Participants  
Two groups of male participants – expert drivers (n1 = 

14; Mage = 43.14, SD = 6.98) and non-expert drivers (n2 = 20; 
Mage = 38.05, SD = 5.77) – took part in this study. Non-expert 
drivers drove more than 15000 kilometres per year and had a 
valid driving license for an average of 19.95 year (SD = 6.41). 
The expert drivers group included UK advanced police 
drivers who had valid driving licenses for 24.64 years (SD = 
6.40), and drove regularly during their work shift. All expert 
drivers had completed advanced driver training and held a 
UK advanced driving permit for at least 5 years (M = 11.79, 
SD = 6.73).  

2.2 Driving environment  
The study was conducted at the University of 

Leeds Driving Simulator (UoLDS). Eye movements were 
recorded using a Smart Eye Pro eye tracker, consisting of two 
cameras placed on the dashboard in front of the driver.  

Experimental drives consisted of a 10 m wide one-lane 
road (Error! Reference source not found.), with curved 
segments preceded and followed by a 700 m and 500 m long 
straight sections, respectively. All curves were 432 m long 
simple curves, with a radius of 137 m. Every exit tangent was 
followed by a 1500 m long filler section where no data was 
collected. Vehicle speed was limited to 70 mph (112.65 kph), 
and no other vehicles or objects were present during the 

experiment. 

2.3 Experimental design 
The study followed a mixed model design and 

included one between-subject factor of Driving expertise 
(Experts, Non-experts) and two within-subject factors of Cue 
(Predictive cue, No-cue), and Cognitive load (No-task, 2-
back task). Every participant needed to drive through 8 simple 
curves (4 left, 4 right), and 8 experimental drives, the order 
of which was counterbalanced among participants, included 
different combinations of the two within-subject factors (i.e., 
No-cue, No-task; No-cue, 2-back; Predictive cue, No-task; 
Predictive cue, 2-back). 

A 1-second-long predictive cue, the purpose of which 
was to activate drivers’ internal models of the environment, 
containing information about the curve direction and 
approximate degree of the turn required (Figure 1) was 

presented on the screen, 350 meters before curve entry. To 
ensure the visibility of the cue, it was displayed in the central 
road area just before the 2-back task started. 

Regarding cognitive load manipulation, the baseline 
drive did not include any secondary task, while the auditory-
verbal version of the 2-back task (Mehler et al., 2011) was 
used to induce high levels of cognitive load. Participants 
needed to retain sequences of numbers (from 0 to 9, randomly 
presented) in their working memory and repeat the number 
presented two numbers before the current one. The stimuli 
were presented at regular intervals of 2.25 seconds, and a 
voice recorder was used to record responses.  

2.4 Procedure 
This project was approved by the School of 

Psychology Research Ethics Committee, University of Leeds 
(PSYC-622). Participants were recruited using the UoLDS 
database and upon arrival, all of them received detailed verbal 
instructions about the experiment. After signing the informed 
consent, participants filled out a brief demographic 
questionnaire providing information about their age, years 
driving, annual mileage, and years holding an advanced 
driving permit. Participants then practised the 2-back task and, 
once ready, they moved to the simulator. The experimenter 
was present during the practice drive, which included 
segments of driving without any concurrent activity as well 
as segments where the 2-back task was presented. The 
practice drive lasted about 10 minutes, and after the 
experimenter left the simulator, the main drive started. The 
main drive consisted of eight curved segments preceded and 
followed by long straights, with the order of experimental 
conditions being counterbalanced among participants. Every 
experimental drive lasted approximately 20 minutes. 
Participants were instructed to drive as they normally would 
in a real-world setting and to perform the 2-back task as 
accurately and as quickly as possible. The complete session 
lasted ∼50 min per participant.     

 

3. Results 
To better understand which parts of the curve were 

most affected by cognitive load, curves will be segmented 
into approach tangent, curve, and exit tangent, and all the 
metrics will be averaged within these segments. Eye-tracking 
data are planned to be pre-processed and analysed in the 
following weeks. In the case of acceptance of this paper, the 
authors plan to report the effects of cognitive load, curve 
preview, and road geometry on gaze patterns (gaze 
concentration and look-ahead fixations) of expert and non-
expert drivers.   
 

4. Discussion 
The findings of this study will be discussed in terms 

of cognitive load-related differences in gaze patterns of 
expert and non-expert drivers. Also, changes in visual 
anticipation of future path as a result of the predictive cue, as 
well as its implications on road safety will be outlined. 
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Abstract: Distracted driving is known to contribute to undesirable driving outcomes, including near misses and crashes. 
While the adverse effects of driver distraction are well recognised, the modality of distraction and individual and 
environmental factors also matter. With this in mind, this study explored how age, lighting conditions, a Detection-
Response Task (DRT) and cognitive load affect vehicle control, investigating the effects of steering wheel reversal rate 
(SWRR). A driving simulator study was conducted with 20 younger (MAge = 22.60, SDAge = 1.22) and 17 older (MAge = 
65.82, SDAge = 3.78) drivers. Drivers completed two experimental drives (day-time and night-time), during which they 
were also required to complete the n-back and DRT tasks. The effect of these conditions on SWRR was examined 
separately for both 0.5° and 2.5° reversals. Results show an inverse change in night-time driving for both small and large 
reversal rates, with an increase for older drivers and a decrease for younger drivers compared to day-time driving. In 
addition, cognitive load was associated with fewer large reversals in the absence of DRT, whereas the presence of DRT 
resulted in an increase in both small and large steering reversals. The findings enhance our understanding of how driver 
distraction and other individual and environmental factors affect steering control. 
 

1. Introduction 
Numerous studies (Caird et al., 2018; Lipovac et al., 

2017) have explored the detrimental impacts of driver 
distraction on traffic safety. Driver distraction involves visual, 
manual, auditory, vocal, and cognitive elements, which can 
also be combined (Foley et al., 2013). Markkula and 
Engström (2006) state that visual and cognitive loads (or 
distractions) influence steering through the steering wheel 
reversal rate: cognitive load prompts micro corrections, while 
visual load (e.g., drivers briefly taking eyes off the road) 
results in larger corrections. However, human behaviour in 
driving is influenced by a range of factors, including age 
(Horberry et al., 2006), driving style (Rong et al., 2011), and 
lighting conditions (Wood, 2020). Moreover, the combined 
effects of these factors can further impact driving 
performance.  

Expanding on prior research on secondary task effects 
on SWRR (Kountouriotis et al., 2016) and Öztürk et al.’s 
(2023) findings, this study explores the influence of age, 
lighting, DRT engagement, and cognitive load on SWRR. To 
account for drivers’ individual differences, we employ 
multilevel modelling. 

2. Method 

2.1 Participants, Design, and Apparatus 
The study involved 37 participants (20 younger: MAge 

= 22.60, SDAge = 1.22; 17 older: MAge = 65.82, SDAge = 3.78) 
with 10 younger and five older drivers being females. The 
study design was a 3 (cognitive task: no task, 1-back, 2-back) 
x 2 (lighting: day-time, night-time) x 2 (DRT: with DRT, 
without DRT) x 2 (age: younger, older) mixed factors design, 
with age as the only between-participant factor. The study 
used the University of Leeds Driving Simulator, featuring a 
Jaguar S-type in a 4 m spherical projection dome with a 300° 
projection angle and 8 degrees of freedom motion system. 

2.2 Cognitive Task 
Participants performed an auditory n-back task 

(Mehler et al., 2011) with two difficulty levels (1-back, 2-
back). In each ~30-second block, participants heard a random 
list of 10 digits at 2.25 s intervals, presented through the car’s 
speakers. Participants repeated the digit before (1 back) or 
two before (2 back) the last one heard. 

2.3 Detection-Response Task 
Following the same procedure as Merat and Jamson 

(2008), a visual DRT measured the effects of a secondary task 
(here, n-back task) on driving performance. Following the 
ISO (2016) guidelines, the stimuli (a red circle) appeared 
randomly on the driving scene, presented every 3–5 seconds, 
remaining on the screen for one second. The circles were 
presented to the left or right of the driving scene at a vertical 
angle of 11° to 23° (from the forward viewpoint of drivers) 
and a horizontal area of 2° to 4° above the horizon. 
Participants were asked to look ahead, as the circles were 
visible in the peripheral vision. They pressed a button on the 
steering wheel as soon as they saw the stimuli. Each DRT 
block matched the n-back block duration (~30 s) and 
contained 7–9 stimuli. 

2.4 Procedure 
The study was approved by the University of Leeds 

ethics committee (AREA 21-108). On arrival, participants 
received information and consent forms. First, participants 
practised the n-back and DRT tasks without driving, followed 
by practising driving in the simulator with a period of DRT 
and DRT plus 2-back task. For the main experiment, 
participants completed two drives with one of the two lighting 
conditions (counterbalanced). Each drive consisted of 
sections of 1-back, 2-back, DRT, DRT plus 1-back, and DRT 
plus 2-back on straight sections of a rural road. Participants 
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received £20 compensation after completing the study (cf. 
Öztürk et al., 2023). 

2.5 Analysis 
SWRR was calculated for 0.5° and 2.5° reversals per 

minute, using Markkula and Engström’s (2006) syntax. The 
0.5° SWRR was conceptualised as small (micro) reversals, 
and 2.5° SWRR as large reversals (Kountouriotis et al., 2016). 
In the models, fixed factors include age group (younger, 
older), lighting (day, night), n-back task (no n-back, 1-back, 
2-back), and DRT (not present, present), with each subject as 
a random effect. MATLAB R2020a was used for the data 
extraction and Jamovi 2.3.28.0 for the analysis. 

3. Results 

3.1 Small Reversals – 0.5° 
Model fit (Log Likelihood) was -4148.4428 and ICC 

of the intercept-only model was 63.6%. The model’s 
explanatory power was notable (conditional R2 = 0.69 and 
marginal R2 = 0.05). Significant main effects (see Table 1) 
were observed for lighting (p = .047, with night-time 
diminishing micro-SWRR) and n-back (p < .001, 1-back and 
2-back increasing micro-SWRRs compared to no n-back). 

Significant interactions were found between lighting 
and age (p < .001) as well as DRT and n-back tasks (p < .001). 
Compared to day-time, older drivers showed an increase (p 
= .005), and younger drivers showed a decrease (p < .001) in 
small reversals during night-time (Figure 1). 

When examining the transition from no n-back task to 
the 1-back task under both DRT conditions, the interaction 
differed (Figure 2): in the absence of DRT, there was a 
decrease in micro-SWRR from the no n-back condition to the 
1-back condition (non-significant); while in the presence of 
DRT, SWRR showed a significant increase. Final model’s 
ICC was 67.2%. 

 
 
 

 
Figure 1: Interaction of lighting and age 

 
Figure 2: Interaction of n-back tasks and DRT 

3.2 Large Reversals – 2.5°  
Model fit was -3168.6467 and ICC was 44.2% with 

conditional R2 = 0.48 and marginal R2 = 0.04. Significant 
main effects (see Table 2) were observed for n-back (p = .014, 

Table 1: Multilevel model predicting small reversals 
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1-back decreasing large SWRRs) and DRT (p = .014, 
presence of DRT increasing large SWRRs). 

Again, interactions were found between lighting and 
age (p = .001) as well as DRT and n-back tasks (p < .001). As 
with small reversals, night-time increased large reversals for 
older drivers and decreased them for younger drivers (Figure 
3). The interaction (Figure 4) between n-back tasks and DRT 
was similar to that in the small reversals model. Final model’s 
ICC was 45.9%. 
 

 
Figure 3: Interaction of lighting and age 

 

 
Figure 4: Interaction of n-back tasks and DRT 

4. Discussion 
This study investigated the effect of a number of human and 
environmental factors on SWRR. Without DRT, small 
reversals were at about the same level with increased 
cognitive load, but there was a significant reduction in large 
reversals for both the 1-back and 2-back conditions. Also, in 
line with Kountouriotis et al. (2016), SWRRs increased with 
cognitive load. For example, the increase in 2-back 
(compared to 1-back) might reflect the change with the 
increased task difficulty. 

Furthermore, similar to Kountouriotis et al. (2016), 
larger steering wheel reversals were observed with DRT, a 
visual task. Despite instructions advising ‘not to look (search) 
for the visual stimuli’, the presence of the peripheral task 
resulted in drivers making more large reversals than when 
driving without DRT.   

The presence of a visual task had a strong effect on 
large SWRRs, effectively counteracting the reduction in large 
reversals due to increased cognitive load. The DRT effect 
aligns with the Active Gaze Model (Wilkie et al., 2008), 
indicating that tasks diverting eyes from the road centre may 
result in an increase in larger steering reversals. 

Previous research indicates that individual differences 
affect in-car glance durations (Broström et al., 2013; 2016; 
Grahn et al., 2023) and occlusion times (Grahn & Taipalus, 
2021; Grahn et al., 2023). Here, high ICC values suggest that 
individual differences significantly contribute also to the 
variability in SWRR. 

5. Conclusions 
SWRR appears to be sensitive to individual and 

environmental factors as well as to different levels of 
cognitive load. Furthermore, the effect of visual and cognitive 
tasks on SWRR varies and warrants further investigation. The 
models also showed a large effect of individual variability in 
SWRR. Finally, the findings have implications for the 
relationship between driver distraction and driver behaviour. 
The change in the reversal rate of younger and older drivers 
during night-time driving is particularly important for road 

Table 2: Multilevel model predicting large reversals 
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safety to understand differences in behavioural adaptation to 
reduced visibility during night-time driving. 
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Abstract:  The aim of this study was to examine drivers’ hazard avoidance under two different lighting conditions of the 
driving environment (daytime and night-time) and varying levels of automation (manual driving and SAE Level 2). 
Forty-eight participants encountered six different hazardous events during four separate drives of an urban scenario, 
one for each of the four conditions described above. Data analysis for this study is currently in progress, to examine how 
hazard avoidance (in terms of lateral and longitudinal control of the vehicle) was influenced by the different conditions. 
The findings of the study will be discussed in terms of their implication for the design of future driver monitoring 
systems, especially in automated vehicles, to understand how drivers behave when approaching hazards in a range of 
visibility conditions, during manual and automated driving. 
 

1. Introduction and Background 

1.1 Hazard Perception and Night-Time Driving 
Hazard perception (HP) is an important skill to be 

mastered by drivers, to ensure their safety on the road. Studies 
have shown HP to be negatively correlated with crash 
involvement (Horswill et al., 2015). Due to low visibility of 
the driving environment, the distance at which objects 
become visible to drivers at night may be affected, which 
leads to delays in detecting hazards (Lachenmayr, 2006). 
Drivers also find it difficult to maintain their lane position 
(Öztürk et al., 2023) and have impaired longitudinal control 
(Yan et al., 2022) when driving at night, compared to daytime 
conditions. Studies have also shown compensatory 
behaviours from drivers at night, such as reduction of speed 
(Li et al., 2022; Sandberg et al., 2011) and driving closer to 
the road centre to avoid colliding with roadside objects 
(Sandberg et al., 2011). 

1.2 Vehicle Automation 
When Partial Driving Automation is engaged (SAE 

Level 2; SAE, 2021), drivers can relinquish parts of the 
driving task to the automated system, but are required to 
monitor the road environment and take over manual control 
if needed, in order to maintain a safe drive. When steering 
control is managed by the Automated Driving System (ADS) 
drivers’ perceptual-motor coupling is likely to be broken 
(Mole et al., 2019) as they are no longer directly involved in 
the driving motor control loop. Previous studies have shown 
that this disruption of visuomotor coordination results in 
higher standard deviation of lane position (Dogan et al., 2017; 
Madigan et al., 2017; Vogelpohl et al., 2018), lower time-to-
collision (Happee et al., 2017; Radlmayr et al., 2018), and 
longer response to obstacle avoidance (Gold et al., 2013) after 
drivers resume control from automation.  

1.3 Current Study 
While past studies on HP and night-time driving have 

mainly focused on performance in manual driving, how 

drivers negotiate around hazards in partially automated drive 
in such low visibility still remained unknown. In addition, 
most HP studies rely on simple reaction time to video-
recorded events. To the best of our knowledge, there is 
currently a lack of understanding of drivers’ hazard 
perception abilities in complex urban settings when Level 2 
(L2) automation is engaged, and how this is affected by day 
and night-time lighting conditions. Therefore, the aim of this 
study was to investigate driver response to a range of hazards, 
by assessing real driving in a simulator study, comparing 
performance during L2 automation and manual driving 
conditions.  

2. Method 

2.1 Participants  
Forty-eight participants (20 female) aged between 25 

and 63 years old (M = 40.31 years, SD = 11.04 years) were 
recruited. They all held a UK driving license, valid for at least 
three years, and were regular drivers, who drove at least once 
a week. Their annual mileage ranged from 3000 to 18000 
miles (M = 8125 miles; SD = 3440 miles).  

2.2 Apparatus  
The University of Leeds Driving Simulator (UoLDS), 

which is a high-fidelity, motion-based, driving simulator was 
used for this study. This consists of a Jaguar S-Type car in a 
4-m spherical dome, with a 300 degrees field of view. The 
UoLDS’ motion system is equipped with 6 degrees of 
freedom and allows movement for 4 cardinal directions. 

2.3 Design 
A 2 x 2 within-subjects design was utilised with 

lighting of the external driving environment (Daytime and 
Night-Time Environment, see Fig. 1 and Fig. 2, respectively) 
and level of automation (L2 Automation and Manual Driving) 
as the independent variables. Participants completed four 
drives (one for each combination of conditions) in a fully 
counterbalanced order.   
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For the manual driving conditions, participants were 
responsible for the lateral and longitudinal control of the 
vehicle. They were required to adhere to the speed limit (30 
mph) and drive as they would in the real world.  

For the L2 automation drives, participants were 
required to engage the ADS whenever it was available. At the 
beginning of the drives, participants encountered 
approximately 1 minute of manual driving, followed by an 
auditory prompt “automation available” with the change of 
colour of the steering wheel icon grey to yellow. Participants 
were required to engage the automation as soon as possible 
by pressing the button on the steering wheel, or the system 
would automatically be engaged after 10 seconds. This turned 
the steering wheel icon from yellow to green. The ADS was 
able to maintain the vehicle’s lateral position in the centre of 
the lane and a driving speed of 30 mph. However, participants 
were told that the system was not capable of detecting and 
responding to on-road hazards and that they were responsible 
for monitoring the road environment at all times, and 
encouraged to take over manual control of the vehicle to 
maintain safety. Participants could disengage the system by 
turning the steering wheel, pressing the brake pedal, or 
pressing a button on the steering wheel. If they disengaged 
the system, they were required to re-engage it as soon as 
possible, or the system would automatically re-engage after 
10 seconds. Please see Fig. 3 for the icons used for the Human 
Machine Interface.  

 

 
Fig. 1. Daytime Environment 

 
Fig. 2. Night-Time Environment 

2.4 Events and Roadway Design 
Participants drove on a two-lane urban road. The road 

was populated with zebra crossings, bus stops, ambient 
pedestrians walking on the pavement, groups of talking 
pedestrians, static cyclists, parked cars, and parked trucks to 
depict a typical urban setting. Care was taken to intersperse 
the position of these objects along the road, on the left and 

right side. A vehicle also travelled in the oncoming lane, at an 
average rate of one vehicle per kilometre.  

Participants encountered six different events in each 
drive in a randomised order to account for learning effects. 
As per previous work on HP, each event was presented once 
as a materialised and once as a non-materialised incident. 
Materialised events were actual hazardous events that 
required drivers to initiate manoeuvres to avoid a collision, 
whereas non-materialised events were potentially hazardous 
events that would not develop into actual hazards even if the 
drivers did not reduce their speed or change their lateral 
position (Ventsislavova et al., 2016).  

The six events were as follows: (i) a pedestrian 
walking along the pavement towards the road, from the left 
or right side of the ego vehicle (either crossing the road or 
stopping at the kerb – 2 materialised and 2 non-materialised 
events, respectively), and (ii) an oncoming car which either 
turned in front of the ego vehicle (materialised) or waited and 
turned after the ego vehicle passed (non-materialised). 
 

Status Icons 
 

Automation Not 
Available 

 

 
 

Automation 
Available 

 

 
 

Automation 
Engaged 

 

 
Fig. 3. The icons used for the Human Machine Interface, 
placed in the dash area of the vehicle. 

2.5 Procedure 
The experiment was granted ethical approval by the 

University of Leeds Ethics Committee (BESS + FREC 2023-
0792-877). After arrival, participants were briefed with the 
details of the experiment and provided their consent.  

Participants completed two practice drives (night-time 
manual and daytime automation) to familiarise themselves 
with the driving simulator controls, and to practice how to 
engage and disengage the ADS. There was no hazardous 
event during the practice drives.  

In the actual experiment, participants completed four 
drives. They were instructed to scan for potential on-road 
hazards and intervene if needed to avoid a collision. Each 
drive took approximately nine minutes, and participants 
encountered an event after approximately one minute.  At the 
end of the study, they were compensated £30 for their time. 
The whole experiment took approximately 90 minutes.  

43



3 
 

3. Results 
To date, vehicle data have been collected and are 

currently undergoing preprocessing and analysis. If accepted, 
the presentation will report on how longitudinal metrics such 
as mean and minimum speed, time-to-collision, and brake 
reaction time, as well as steering-based metrics and lateral 
deviation varied in response to the events, and whether these 
were different for manual and automated driving, during day 
and night-time conditions. 

4. Discussion and Conclusions 
The findings of this experiment will be discussed in 

terms of differences in drivers’ hazard perception capabilities 
during day and night-time driving and how these differ 
between manual and L2 conditions. It is hoped that these 
results will provide knowledge on the design of future driver 
monitoring and assistance systems to help drivers with better 
attention management in L2 urban driving.   
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Abstract: In near-perfect assisted driving, the driver’s role shifts towards supervising which may lead to reduced 
engagement and impaired response to unexpected events. To study this mechanism further, two test track experiments 
were conducted to investigate the influence of steering wheel torque settings, steering reminders, and system description 
on drivers’ response to a conflict event after a period of assisted driving. The conflict object was a balloon vehicle placed 
partially in lane and appearing after a lead vehicle cut-out.  
Reducing the system’s steering wheel torque settings showed no effect on the conflict response but lowered the self-
reported trust in the system. All participants with steering reminders had a normal conflict response. Some drivers 
without steering reminders showed no or an insufficient response to the conflict, resulting in a crash or near-crash, 
respectively. Most drivers with hands off the steering wheel when approaching the conflict object exhibited delayed, late 
or no response, despite having eyes on road.  
While eyes on road is a good indicator of driver attention, a lack of operational control can lead to insufficient response 
in a conflict situation, despite knowledge of system limitations. 
 

1. Introduction 
With the advancement of assisted driving, driver input 

is less needed. Existing SAE level 2 (Society of Automotive 
Engineers (SAE), 2021) systems provide longitudinal  and 
lateral support. Recent on-market systems allow hands off 
wheel when driving in certain driving contexts provided that 
the driver is looking at the road ahead (Cantu, 2023).  

Driving without being involved in operational control 
reduces the driver’s task to supervising. A lack of driver 
engagement can lead to increased mind wandering (Gouraud 
et al., 2018), shifting attention to secondary tasks (Rudin-
Brown & Parker, 2004) and impaired response to unexpected 
events that require the driver to act due to system limitations 
(Garbacik et al., 2021; Merat et al., 2012; Strand et al., 2014). 

In a previous test track study, 28% of the drivers failed 
to avoid a crash in a conflict event after 30 minutes of  
supervising an otherwise highly reliable automation (Victor 
et al., 2018). This happened despite an explicit introduction 
of system’s limitations and all drivers looking forward when 
approaching the conflict situation. Interviews revealed that 
some drivers expected the system to act, resulting in no or late 
responses to the conflict, a phenomenon known as automation 
expectation mismatch (Gustavsson et al., 2018; Victor et al., 
2018). Interestingly, a hands on wheel requirement did not 
influence the outcome (Pipkorn et al., 2021), while post-crash 
trust in the system was higher for crashers and late responders 
(Gustavsson et al., 2018). 

   To further investigate the impact of system 
characteristics on driver disengagement and automation 
expectation mismatch, we conducted two test track studies. 
The drive and conflict situation remained concurrent to 
(Victor et al., 2018) while using a development level 2 driver 
assistance system with altered settings. The aim was to 
answer three research questions: 

A. What influence have steering wheel torque settings on 
the drivers’ trust in the system and conflict response? 

B. What influence have steering reminders on drivers’ 
conflict response? 

C. What influence have the description of system 
capabilities and hands on/off wheel requirements on 
drivers’ conflict response and trust during the drive?  

2. Method 
Both experiments were conducted on the test track 

AstaZero rural road (RISE, 2024) in Hällered, Sweden (see 
Figure 1). All drivers drove five laps following a lead vehicle 
(LV) using a development level 2 system. At the end of the 
drive, the participants faced a conflict situation and needed to 
actively intervene to avoid a crash. 

2.1 Participants 
In experiment 1 (E1), 56 drivers participated of which 

17 were female. The age ranged between 24 and 68 years (M 
= 41.6 years, SD = 12.4 years).  

Figure 1 AstaZero rural road including low speed areas 
(orange) and conflict event area (red). 
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Experiment 2 (E2) had 45 participants of which 13 
were female. The drivers were between 26 and 62 years old 
(M = 46 years, SD = 11.5 years).   

2.2 Test vehicle 
The test vehicle was a standard Volvo XC90 equipped 

with a development level 2 system similar to Pilot Assist (PA).  
In E1, the steering reminders were deactivated. This 

inhibited a warning when the driver did not provide steering 
for a certain time. 

In E2, the steering control was modified to create three 
thresholds for overriding the lane centering by the driver 
resulting in a low, medium, and high torque setting (see Table 
1). The medium level resembles the standard PA setting, 
while all three levels were lower than in Victor et al (2018). 

The vehicle was equipped with a logging computer 
and several cameras to observe the drivers’ behavior. 

2.3 Procedure 
In both studies, the drivers received a system 

introduction before the drive. The task was to follow a LV 
using the level 2 system at a set speed of 70 km/h and a time 
headway of 2s. The driver was fully responsible for driving 
and could override the system by steering or braking. The test 
leader was front passenger and requested a trust rating at the 
end of each lap. 

At the end of lap 5, the conflict situation was presented 
as a balloon car standing partially in lane (see Figure 2). The 
LV executed a cut-out maneuver at about 3.3s TTC for the 
test vehicle (TV). 

The drive was followed by a short debriefing and a 
post-drive questionnaire. 

2.4 Design 
The response to the critical event is characterized by 

the features eyes on road, hands on wheel and driver steering 
(DS). Trust in the system is reflected by a single item scale 
(0-100) based on (Lee & Moray, 1992). 

In experiment 1 (E1), the participants were divided in 
three groups based on different introductions to the system 
and hands on wheel requirement. The system was introduced 
either as new improved Pilot Assist (PA) or as near-perfect 
level 2 automation (L2*) (see Table 1). In both cases, the 
driver was made aware of limitations and the requirement to 
supervise and intervene when necessary. In group 3, taking 
the hands off the wheel was allowed. 

In experiment 2 (E2), the override threshold was 
varied between the three groups (see Table 1). This changed 

the amount of torque necessary to apply by the driver (low, 
medium, hard) to leave the lane center. 

The conflict outcome was categorized based on lateral 
offset and steering onset. 

Table 1 Overview of test conditions in E1 and E2 

Experiment E1 E2 
Group 1 2 3 1 2 3 
n 19 18 19 15 15 15 
Steering 
reminders no no no yes yes yes 

Torque settings M M M L M H 
System 
information PA L2* L2* PA PA PA 

Hands on wheel 
requirement yes yes no yes yes yes 

2.5 Data collection and validation 
The eyes on road and hands on wheel information 

were acquired by annotations from videos (frame-by-frame). 
The onset of driver steering (DS) was determined by 
exceeding a steering wheel angle of 0.1 rad and a steering 
wheel angle speed of 0.07 rad/s. The relative position of the 
TV in relation to the balloon car was determined by 
differential GPS and vehicle sensors.  

The post-questionnaire aimed to get insides in 
reasoning of the drivers’ behavior and their expectations. 

3. Results 
This section is structured based on the consecutive 

steps in the conflict response followed by the conflict 
outcome classification and trust ratings. All times are 
measured in relation to reaching the conflict object. 

3.1 Eyes on Road 
All drivers in both experiments were mainly glancing 

at the forward road while approaching the conflict (last 10s 
TTC). No differences in glance behavior between groups 
were found in neither experiment. 

In E1, all drivers had eyes on path more than 82% of 
the time. The average TTC for the onset of the last eyes on 
road glance was 3.3s (SD = 0.24s). 

In E2, all drivers but one glanced at the forward road 
the entire time of approaching the conflict. 

3.2 Hands on wheel 
In E1, 16 drivers had their hands off at LV cut-out start, 

and most of them (12) were in group 3. Four drivers were 

TV LV 
B 

THW = 1.8s 

TTC = 3.3s 

TV 

TTC = 2.4s 

LV 

Figure 2 Illustration of conflict event (bird-view) at start of lead vehicle (LV) cut-out (shaded) and at full reveal of 
balloon car (B) at 2.4s TTC for the test vehicle (TV) (opaque)  
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hovering over the steering wheel, one in group 1 and three in 
group 2 despite hands on wheel requirement.  

The mean time for hands on wheel onset was 1.9s TTC 
(SD = 0.83s) for 14 drivers that had their hands off. Two 
drivers kept their hands off resulting in a crash. 

In E2, all drivers had their hands on the wheel during 
the conflict approach. 

3.3 Driver steering 
All drivers in E2 initiated steering before the conflict, 

while in E1 five drivers did not steer (two each in group 1 and 
3, and one in group 2). The driver steering onset per group is 
displayed in Figure 3.  

A one-way ANOVA revealed that the drivers in the 
groups of E1 and E2 who steered did not differ in steering 
onset (F(5,88) = 1.18, p = 0.33). 

3.4 Conflict Outcome (Clustering) 
Different driver responses led to various conflict 

outcomes in E1. These are clustered based on lateral offset 
when passing the conflict object and time of driver steering 
in TTC (see Figure 4). In E1, six conflict events resulted in a 

crash due to no or too late response by the driver. Another six 
drivers experienced a near-crash through an insufficient 
response by either steering late (TTC < 1.0s) or by creating a 
very low lateral offset (< 0.5m). Slightly higher lateral offsets 
with delayed responses (TTC < 1.5s) were characterized as 
incidents (8 cases). The remaining drivers showed normal 
responses resulting in a comfortable evasion of the conflict 
object. 

In E2, only one driver showed a delayed response, 
while the rest had a normal response. 

3.5 Trust rating 
In E1, the trust rating was high across the three groups. 

There was no statistical difference between the groups. The 
post drive trust rating was generally lower than during the 
drive. 

In E2, the self-reported trust is statistically significant 
lower in group 1 compared to both other groups for all rating 
points except after lap 1 (cp Figure 5).  

3.6 Driver expectation 
The post-drive questionnaire in E1 showed that all 

participants who did not respond or responded late expected 
the system to handle the conflict. That was also true for 
approximately 60% of participants who had a near-crash or a 
delayed response. On the other hand, only 13% of the normal 
responders expected a reaction from the car. 

4. Conclusion 
Different torque levels to override the lane centering 

functionality did not show any effect on the response to the 
conflict. All driver’s avoided a crash by steering in a timely 
manner. However, the lower torque setting had a negative 
influence on the driver’s trust in the system. 

Steering reminders prevented hands off driving during 
the conflict approach. Of the drivers who did not receive 
steering reminders, several had an insufficient, late or no 
response to the conflict. 

The hands on wheel requirement did not necessarily 
prevent hands off driving. In return, allowing hands off 
driving led to delayed responses to the conflict, requiring 
additional time before steering onset. The system description 

Figure 3 Cumulative distribution of steering onset (DS) 

Figure 4 E1 clustering conflict outcome based on response 
resulting in no or too late (red), insufficient (orange), 
delayed (yellow) and normal response (green) 

Figure 5 Trust rating in experiment 2 across all laps with 
outliers (red markers) 
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alone had no influence on neither trust nor conflict response 
nor conflict outcome. High system performance during the 
drive likely had a stronger influence on the driver’s 
expectation of the system to resolve conflicts.  
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Abstract: This project evaluated driver adaptation in the hours, days, and months after the introduction of Level 2 (L2) advanced 
driver assistance system features into the driving task. Existing naturalistic driving study databases were used for analysis. To assess 
driver adaptation, the analysis identified three phases of exposure time to L2 features: Phase 1 (under 3 hours), Phase 2 (3 hours up to 
8 hours), and Phase 3 (over 8 hours). The results suggested that driver adaptation was present for high-risk secondary tasks, as 
significant increases in engagement were observed over the three phases, but only when L2 features were active. Additionally, drivers 
set their vehicle speed above the speed limit more frequently between Phases 1 and 2, with higher speeds set when L2 features were 
active as opposed to when they were inactive. While these results may be concerning, larger scale efforts are needed to determine if 
increased crash risk associated with speeding and high-risk secondary task engagement exists with L2 features active. Additionally, 
we need to better understand the impact of traffic/roadway conditions on speed selection with L2 systems. 
 
1. Introduction 

In the driving domain, the concept of behavioral 
adaptation refers to how humans respond, either intentionally 
or unintentionally, to the introduction of a new technology 
that serves a specific driver need (Manser et al., 2005). More 
general theories of behavioral adaptation focus on risk-based 
measures and integration of the theories of risk compensation 
and risk homeostasis (Kulmala & Rämä, 2013; Taylor, 1964). 

Risk allostasis theory builds on the risk homeostasis 
theory to incorporate driver perception and decision-making 
along with the constant changes that occur in the environment 
(i.e., learning over time). Kinnear and Helman (2010) utilized 
risk allostasis theory to evaluate and potentially predict 
behavioral adaptation for drivers using driver assistance 
technologies (SAE J3016). They maintained that with 
sufficient sensitivity to risk, task difficulty, and workload, 
risk allostasis theory predicts that any alteration of the driving 
task (i.e., introduction of advanced driver assistance systems 
[ADAS]) will result in driver adaptation that will trend 
toward maintaining task demand within a preferred range. In 
other words, as the automated driving features simplify the 
driving task, the driver will feel free to increase task demand 
in a variety of ways that could include increased speed, 
increased secondary task engagement, and decreased 
following distance. Thus, risk allostasis theory predicts that 
the use of driver assistance technologies would result in 
increased trust and reliance on them. This claim was 
substantiated by Llaneras et al. (2013), who showed that, 
when given the opportunity to relinquish control of lateral and 
longitudinal operations to a simple but reliable automated 
system, most drivers will engage in moderate to complex 
secondary tasks and will also exhibit increased eyes-off-the-
forward-road time. 

While behavioral adaptation can occur as a result of 
changes to any aspect of the roadway system, the present 
study is concerned specifically with how drivers initially 
adapt their behaviors to Level 2 (L2) ADAS features, as 
defined by SAE International (SAE J3016, 2018). SAE J3016 

defines L2 features as the combination of both lateral and 
longitudinal control system support for the driver (i.e., 
steering and acceleration/braking). Using frequency 
distributions generated from the naturalistic driving databases 
used for these analyses, this study operationally defined these 
three phases of exposure to L2 system features as: 

• Phase 1: under 3 hours of L2 experience;  
• Phase 2: between 3 and 8 hours of L2 experience; 

and 
• Phase 3: over 8 hours of L2 system experience. 

The following research questions were answered by 
this analysis: 

1) Do drivers look away from the roadway longer 
while using their L2 features?  

2) How does eyes-off-road time vary by exposure 
phase? 

2. Method 

2.1 Naturalistic Databases 
This analysis utilized naturalistic driving study (NDS) 

databases of middle-aged drivers and compared behavior 
during the first weeks of driving with L2 systems (Novice L2 
NDS; participants ages 25 to 54).  

2.2 Participants  
In the Novice L2 NDS, 120 participants were recruited 

from the Washington, DC, metro area and drove one of 10 
instrumented vehicles equipped with market-available lateral 
and longitudinal driving feature systems. These instrumented 
vehicles were “on loan” to the participants for the duration of 
the data collection period. Sixty-six of these participants met 
the qualifications for inclusion in the data analysis. 

2.3 Independent Variables 
For the independent variables, the variable L2 system 

status was split into two critical states: L2 system active and 
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L2 system available but inactive. These two periods of 
driving time represented: (1) periods when L2 features were 
actively engaged, and (2) periods when L2 features were 
available to the driver but the driver chose to not engage them. 
These were the only two periods of driving time evaluated in 
these analyses. 

Additionally, L2 exposure phase was assessed, where 
the duration of exposure to L2 systems was evaluated for all 
novice L2 drivers using frequency distributions. Based upon 
these distributions, exposure to L2 systems was split into 
three groups: less than 3 hours of driving with L2 systems 
active, greater than 3 hours but less than 8 hours of driving 
with L2 systems active, and 8 hours or more of driving with 
L2 systems active.  

2.4 Dependent Variables 
A random sample of cases when L2 features were 

active was identified and reviewed by trained coders. Once 
the cases were identified, a matched sample of controls was 
identified when the L2 features were available but inactive. 
Each case and each matched control were 15 seconds in 
duration. The sampling strategy for these matched samples is 
described below. The key data obtained from these matched 
samples included specific driver behaviors such as types of 
secondary task engagement and 15-second epochs of 
continuous eye-glance location coding.  

2.5 Sampling of Cases and Controls 
The VTTI team implemented a sampling plan 

designed to determine if there is driver adaptation over time 
while using L2 features. Given that we are interested in 
identifying learning over time, the sampling plan was 
designed to best assess the earliest moments of exposure to 
the L2 systems (i.e., steepest part of a prototypical learning 
curve). This sampling plan was designed to over-sample the 
steepest section of this learning curve to evaluate how driver 
behavior changes during this critical time. 

The sampling strategy adopted for the Novice L2 NDS 
dataset resulted in a final matched sample (when L2 systems 
were active) that frequently sampled (four samples per hour) 
for Phase 1, moderately sampled (two samples per hour) for 
Phase 2, and less frequently sampled (one sample per hour) 
for Phase 3. The control segments (when L2 systems were 
available but inactive) were identified and followed the same 
sampling strategy (matching criteria described below). 
Cumulative exposure to L2 systems was used because each 
participant had a different number of hours of exposure when 
L2 systems were active. 

3. Results 
Glance metrics were calculated using the matched 

sample dataset. Driver glance behavior was assessed by L2 
system status and L2 exposure phase. Exploratory analyses 
were conducted to assess the frequency of any glance away 
from the forward roadway by matched sample, which 
includes both the case sample with L2 active as well as the 
matched control sample with L2 available but inactive. Figure 
1 shows the histogram of matched samples by total eyes-off-
road duration (seconds). Over half the matched samples had 
no eyes-off-road time. A mixed-effects Poisson regression 
was used to assess significant differences in eyes-off-road 
count by L2 status and exposure phase, with participants used 

as a random effect variable (see Table 1). The results 
indicated a significant main effect for L2 status in that 
participants were looking away in more matched samples 
when L2 systems were active than when L2 systems were 
available but inactive. Additionally, there was a main effect 
of phase in that drivers looked away more often in Phase 3 
than in Phase 1, but there was no significant difference 
between Phase 2 and Phase 1. 

 

Fig 1. Matched samples distribution of total eyes-off-road 
time. 

Table 1. Results of the mixed effects Poisson regression 
comparing eyes-off-road glance behavior by L2 status and 
exposure phase 

 Estimated 
coefficient  

Standard 
Error 

Z 
value 

p  

Intercept -0.065 0.081 -0.81 0.42 

L2 Status 
(Available 
but inactive 
vs. Active) 

-0.09 -0.04 -2.24 0.025 

Phase 2 vs. 
Phase 1 

0.08 0.05 1.83 0.07 

Phase 3 vs. 
Phase 1 

0.167 0.07 2.55 0.011 

Phase 3 vs. 
Phase 2 

0.079 0.068 1.16 0.246 
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Fig. 2. Interaction between L2 status and exposure phase on 
single longest off-road glance. 

Analysis of variance (ANOVA) was conducted to 
assess whether eyes-off-road glance metrics were 
significantly longer when L2 systems were active versus 
available but inactive and if eye-glance durations changed 
over time. Four metrics—the total eyes-off-road time, the 
mean duration of glances, the single longest glance, and the 
number of glances—were computed for eyes-off-road 
glances. For brevity of this abstract, only single longest 
glance is presented in Figure 2. The results indicate that 
drivers looked away from the forward roadway significantly 
longer when the L2 system was active versus when the L2 
system was available but inactive for total glance duration, 
F(1, 934) = 19.30, p < 0.001; mean glance duration, F(1, 934) 
= 29.67, p < 0.001; and single longest glance, F(1, 934) = 
31.28, p < 0.001. The numbers of glances were not 
statistically different from each other, F(1,934) = 3.03, p = 
0.082. The interaction of L2 status by phase was significant, 
where glance duration off road increased across phase when 
L2 systems were active but not when available but inactive. 
This result was found for total glance duration, F(2, 934) = 
8.65, p < 0.001; mean glance duration, F(2, 934) = 3.51, p = 
0.03; single longest glance, F(2, 934) = 2.36, p = 0.04; and 
number of glances, F(2, 934) = 5.14, p = 0.006. 

4. Conclusions 
As for driver behavior with L2 systems over time, we 

observed statistically significant increases in mean off-road 
glance duration, single longest off-road glance duration, and 
percentage of eyes-off-road time for drivers using L2 systems. 
We also observed a statistically significant increase in eyes-
off-road time when L2 systems were active across exposure 
phases, in which off-road glances were shorter in Phase 1 than 
they were in Phase 3. These longer glances may demonstrate 
the presence of driver adaptation to L2 systems in that within 
8 hours of exposure to L2 systems, drivers are engaging in 
significantly longer eyes-off-road time than they were after 
initial introduction to the L2 system. While these durations of 
having eyes off road do not approach the 2-second duration 
where there would also be safety concerns (Klauer et al., 
2006), these longer durations may indicate that drivers are 
more comfortable and will engage in longer durations of 

eyes-off-road time, thus diminishing their ability to perform 
the dynamic driving task required when using these systems. 
Designers of L2 systems should consider the use of driver 
monitoring devices that incorporate driver eyes as well as 
head position in the algorithms for when drivers should use 
L2 systems to maintain safety and minimize the opportunities 
for unintended consequences of the deployment of this 
technology. 
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Abstract: In a driving simulator study, different levels of situation awareness (SA) were created experimentally and the 
suitability of different methods for assessing SA and their relation to each other were investigated. N=41 participants 
experienced driving with an automated driving function (AD) in four conditions (SAE level 2 vs. two versions of SAE 
level 3 vs. SAE level 3 with black scenery during AD mode) which were expected to result in different levels of SA. 
Results from the post- drive questionnaire indicate that while being in AD mode, three levels of SA could be induced for 
aspects of SA perceived via visual perception of the road. For other aspects of SA and perception during takeover 
request, results show reduced variation of SA between conditions with only two levels remaining. These two levels are 
also in-line with reaction times in takeover situations. In summary, we could induce different levels of SA and the used 
post-drive questionnaire was suited to measure those differences. 
 

1. Introduction 
Situation awareness (SA) was first investigated in 

aviation and is defined as “the perception of the elements in 
the environment within a volume of time and space, the 
comprehension of their meaning and the projection of their 
status in the near future” (Endsley, 1988, p. 97). The driver is 
required to maintain SA all the time while driving with level 
2 AD (L2-AD; SAE, 2021) although SA might be 
compromised by vigilance decrements. Conversely, with 
level 3 AD (L3-AD; SAE, 2021) the driver is allowed to lose 
SA in automated mode and then needs to regain it only at 
takeover requests (TOR).  

To measure SA, interview or questionnaire methods 
like SART (Taylor, 2017) are used as well as eye tracking 
(Moore & Gugerty, 2010; van de Merwe, van Dijk, & Zon, 
2012), physiological measures (Zhang et al., 2020) or probe 
measures. In probe measures which are similar to SAGAT 
(Endsley, 1995), knowledge on the situation is asked from the 
subject directly in or after the situation (Strybel et al., 2016). 
In AD, SA is mainly investigated by means of eye tracking 
measures, i.e. visual attention (Liang et al., 2021), by the 
response to critical events (Gold et al., 2013; Merat & 
Jamson, 2009) and also by probe measures (e.g., Sirkin, 
Martelaro, Johns, & Ju, 2017).  

For driving with AD, it proved difficult to show a 
relation between different measures of SA like SAGAT, 
questionnaires or takeover performance (e.g. van den Beukel, 
van der Voort & Eger, 2016; Cortens, 2019; Schwindt et al. 
2023). However, for future research on SA in AD, it needs to 
be understood, which of the methods used in the literature are 
capable of measuring SA in AD and how the different 
methods relate to each other.  

2. Method 

2.1 Experimental approach 
A driving simulator study was conducted with the aim 

to create different level of SA while driving with AD. Four 
conditions were implemented.  

• L2: drivers are instructed to stay attentive and 
monitor the automation all the time. 

• L3: drivers are allowed to be inattentive during 
the automated drive. They watch a video while 
being in automated mode. 

• L3+: same as the L3 condition but with an 
extended HMI-version which provides more 
information in case of a TOR. 

• Black: same as the L3 condition but in automated 
mode the visual input to the driver is reduced by 
not showing the driving environment. During AD 
mode, the projected scenery is turned black. The 
scenery becomes visible at the beginning of a 
TOR and remains visible during manual driving. 

Every driver participated in two experimental sessions 
of about 3 hours each and experienced all four conditions in 
randomized order.  

The study took place in the high-fidelity moving base 
driving simulator of the WIVW GmbH. The simulation 
software was SILAB® Version 6.0 (WIVW GmbH, 
Veitshöchheim). In the study, participants drove with a 
simulated L2/L3 motorway AD which could automatically 
adjust speed and distance, stay in its lane and overtake slower 
vehicles. In case of a system boundary, control was given 
back after an acoustical and visual TOR with a total takeover 
time of 10 seconds. At a TOR drivers had to deactivate the 
AD by button press and continue driving manually. 

The AD was experienced during drives of 50 minutes, 
in which sections with stable driving in AD alternated with 
situations with system boundaries. Per drive, between 7 and 
8 TORs occurred in situations with mostly medium demands 
to the driver like construction sites or highway intersections. 

2.1 Data collection 
Data collection consisted of a variety of different 

measures for assessing SA:  
• a post-drive questionnaire assessing the 

perception of different aspects of the driving 
situation while being in automated mode and at 
TORs using a 5-point Likert-scale  
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• experienced situational criticality directly after 
each TOR on a 10-point scale (based on Neukum 
et al. (2008), range: 1=harmless, 
10=uncontrollable) 

• logging of vehicle and AD state to calculate 
metrices like takeover reaction times to TORs.  

2.2 Sample 
The study was conducted with N=41 (20 female, 21 

male) participants. On average they were 45 years of age 
(sd=16.3). 

2.3 Analyses 
In the following, the focus is on the analysis of 

subjective data. Takeover performance is assessed by 
analysing the reaction time until the AD system is 
deactivated. For measures collected per takeover situation, 
indicators are first average per driver and condition and are 
then analysed. 

3. Results 

3.1 Post-drive evaluation 
In the post-drive evaluation (see figure 1a), there were 

significant effects of condition (see table 1) on items asking 
for situational knowledge while driving in automated mode. 
For items focusing on the visual perception of relevant 
aspects of the driving scenery (lane, other vehicles etc.) the 
highest ratings were given in the L2, the lowest in the black 
condition with the two L3 conditions laying in between. For 
items relating to aspects that can be perceived outside the 
forward view (speed on speedometer, vehicle dynamics, 
sounds) the difference lies between L2 and the other three 
conditions. 

 
(a) 

 
(b) 

Figure 1. Post-drive ratings on situational knowledge and 
attention (a) while being in AD mode (b) during TORs. 

If it comes to assessing the driving situation at the time 
of a TOR (figure 1b), participants highly agreed in all 
conditions that they knew quickly important aspects of the 
situation and what to do. Again, there was a significant impact 
of condition (see table 1). Subjects reported a significantly 
quicker perception of the situation in the L2 compared to the 
black condition for all items, with L3 and L3+ lying in 
between. 

Average experienced situational criticality of takeover 
situations is in the range of harmless and varies between 1.6 
for L2 and 2.4 for the black condition (see figure 2). There is 
a significant difference with TORs being experienced as less 
critical in L2 compared to black condition, with L3 and L3+ 
lying in between (F(3,117)=3.5, p<.05). 

Takeover reaction time differs between conditions 
(F(3, 117)=8.8, p<.001) with L2 having an average reaction 
time of 2.1 seconds and the other three conditions ranging 
between 2.5 and 2.7 seconds (figure 2). 

Table 1 Results of ANOVAs on impact of condition on 
subjective evaluation. 

Item df F p 
knew in which lane 3,111 32.6 <.001 

knew car in front 3,111 52.3 <.001 
knew my speed 3,111 18.9 <.001 

focused on driving 3,111 47.8 <.001 
observed environment 3,111 64.6 <.001 
were aware of sounds 3,111 7.9 <.001 
knew car on next lane 3,111 68.7 <.001 

focused on other things 3,111 35.5 <.001 
felt vehicle dynamics  3,111 4.2 <.01 

knew why TOR 3,111 8.5 <.001 
 knew on which lane 3,111 7.4 <.001 

knew vehicles around me 3,111 8.4 <.001 
knew how to take control 

back 
3,111 3.4 <.05 
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(a) 

 
(b) 

Figure 2 Experienced criticality (a) and reaction time until 
AD is turned off after a TOR (b). 

4. Discussion 
Items from the post-drive questionnaire addressing the 

perception of the driving scene during AD mode show the 
intended variation of SA with L2 with the highest level, the 
black condition with the lowest level and L3 and L3+ lying 
in between. Similarly, in the evaluation of the takeover 
situations directly after each TOR, the conditions group into 
three levels with L2 being the least and black the most critical. 

However, for items of the post-drive questionnaire 
that relate to situational aspects perceivable outside the 
forward view and to perception at a TOR, the differences 
between conditions are reduced. Now, mainly L2 corresponds 
to a higher level of SA while the three other conditions 
become very similar. A similar pattern with a difference 
between L2 and the three other conditions is found for 
takeover responses measured by takeover times.  

The reported takeover time is a commonly used 
measure for assessing driver performance at TORs (Yining 
Cao, Zhou et al., 2021) that reflects the timely component of 
a takeover response. Still, to fully understand the relation 
between SA and takeover reaction, indicators are needed (like 
TOC-rating, Naujoks, Wiedemann, Schömig, Jarosch, & 
Gold, 2018) that go beyond the reported timely aspect of 
takeover performance. 

One explanation for the two different patterns of 
differences between conditions could be that during AD 
mode there were indeed three different levels of SA. In 
takeover situations, drivers were able to compensate the 
reduced SA in the black condition so that this condition did 
no longer differ from the L3 and the L3+ condition. However, 
the additional effort required during the takeover response is 
still reflected in the experienced overall criticality of the 
situation. 

5. Conclusions 
The used post-drive questionnaire was suited to reflect 

differences in SA. This is especially true for items assessing 
SA while being in AD mode. Here, results indicate that even 
the perception of aspects of the environment that do not 
directly result from enhanced visual attention (like vehicle 
dynamics, noise) might be positively impacted in L2 
compared to L3. 

For a final understanding of the relation between the 
different measures of SA at different points in time (during 
AD mode, at TOR), the data needs to be analysed in more 
detail. More indicators like gaze patterns, situational aspects 
of the takeover situations or a more fine-grained analysis of 
takeover response will give more detailed insight into the 
different levels of SA and how they impact drivers’ response 
to TORs.  

6. Acknowledgments 
This project has received funding from the European 

Union's Horizon 2020 research and innovation programme 
under grant agreement No 101006664. The sole 
responsibility of this publication lies with the authors. Neither 
the European Commission nor CINEA – in its capacity of 
Granting Authority – can be made responsible for any use that 
may be made of the information this document contains.  
 
 
References 
 
Cortens, B. (2019). Impact of Alert Design and Hazard 

Direction on Driver Behaviour and Understanding 
in a Simulated Autonomous Vehicle (Master' thesis, 
University of Guelph, Guelph, Kanada). Retrieved 
from 
https://atrium.lib.uoguelph.ca/xmlui/handle/10214/
15935 

Endsley, M. R. (1988). Design and evaluation for situation 
awareness enhancement. Paper presented at the 
Proceedings of the Human Factors Society annual 
meeting 

Endsley, M. R. (1995). Measurement of situation awareness 
in dynamic systems. Human Factors, 37(1), 65-84.  

Gold, C., Damböck, D., Lorenz, L., & Bengler, K. (2013). 
"Take over!" How long does it take to get the driver 
bach into the loop? Paper presented at the Human 
Factors and Ergonomics Society 57th Annual 
Meeting, San Diego, CA, USA.  

Liang, N., Yang, J., Yu, D., Prakah-Asante, K. O., Curry, R., 
Blommer, M., . . . Pitts, B. J. (2021). Using eye-
tracking to investigate the effects of pre-takeover 
visual engagement on situation awareness during 
automated driving. Accident Analysis & Prevention, 
157, 106143. 

Merat, N., & Jamson, A. H. (2009). Is Drivers' Situation 
Awareness Influenced by a Fully Automated 
Driving Scenario? Paper presented at the Human 
factors, security and safety. 

Moore, K., & Gugerty, L. (2010). Development of a novel 
measure of situation awareness. The case of eye 
movement analysis. Paper presented at the Human 
Factors and Ergonomics Society Annual Meeting 

54



4 
 

Naujoks, F., Wiedemann, K., Schömig, N., Jarosch, O., & 
Gold, C. (2018). Expert-based controllability 
assessment of control transitions from automated to 
manual driving. MethodsX 5: 579-592.  

Neukum, A., Lübbeke, T., Krüger, H.-P., Mayser, C. & 
Steinle, J. (2008). ACC-Stop&Go: Fahrerverhalten 
an funktionalen Systemgrenzen. In M. Maurer & C. 
Stiller (Eds.), 5. Workshop Fahrerassistenzsysteme - 
FAS 2008. pp. 141-150. Karlsruhe: fmrt. 

SAE. (2021). J3016: Taxonomy and Definitions for Terms 
Related to Driving Automation Systems for On-
Road Motor Vehicles (Vol. J3016), SAE 
International/ISO, www.sae.org 

Schwindt, S., von Graevenitz, P., & Abendroth, B. (2023). 
Situational Awareness in the Context of Automated 
Driving - Adapting the Situational Awareness 
Global Assessment Technique. Human Factors in 
Transportation, Vol. 95, 2023, 161–171, 
https://doi.org/10.54941/ahfe1003802 

Sirkin, D., Martelaro, N., Johns, M., & Ju, W. (2017). Toward 
measurement of situation awareness in autonomous 
vehicles. Paper presented at the 2017 CHI 
Conference on Human Factors in Computing 
Systems. 

Strybel, T. Z., Chiappe, D., Vu, K.-P. L., Miramontes, A., 
Battiste, H., & Battiste, V. (2016). A comparison of 
methods for assessing situation awareness in current 
day and future air traffic management operations: 
Graphics-based vs text-based online probe systems. 
IFAC-PapersOnLine, 49(19), 31-35.  

Taylor, R. M. (2017). Situational awareness rating technique 
(SART): The development of a tool for aircrew 
systems design. In Situational awareness (pp. 111-
128): Routledge. 

van den Beukel, A. P., van der Voort, M. C., & Eger, A. O. 
(2016). Supporting the changing driver’s task: 
Exploration of interface designs for supervision and 
intervention in automated driving. Transportation 
research part F: Traffic psychology and behaviour, 
43, 279-301. doi:10.1016/j.trf.2016.09.009 

van de Merwe, K., van Dijk, H., & Zon, R. (2012). Eye 
movement as an indicator of situation awareness in 
a flight simulator experiment. The International 
Journal of Aviation Psychology, 22(1). 
doi:https://doi.org/10.1080/10508414.2012.635129 

Yining Cao, Y., Zhou, F., Molnar, L., Robert, L.P., Tilbury, 
D.M. & Yang. X. J. Towards Standardized Metrics 
for Measuring Takeover Performance in 
Conditionally Automated Driving: A Literature 
Review, Proceedings of the 65st Annual Meeting of 
the Human Factors and Ergonomics Society, Oct. 4 
- 7, 2021 at the Baltimore, MD. 

Zhang, T., Yang, J., Liang, N., Pitts, B. J., Prakah-Asante, K. 
O., Curry, R., . . . Yu, D. (2020). Physiological 
measurements of situation awareness: a systematic 
review. Human Factors. 

 
 

 

55



1 
 

Drive-In Lab: A method for the measurement and rating of OEM in-car 
infotainment system’s distraction potential 
 
Tuomo Kujala1*, Hilkka Grahn1, Toni Hautaoja1, Abhishek Sarkar1 

 
1 Cognitive science, Faculty of Information Technology, University of Jyväskylä, P.O. Box 35, FI-40014 
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Abstract: This extended abstract introduces the Drive-In Lab at the University of Jyväskylä. The laboratory was 
constructed in early 2024 for enabling valid and reliable measurement and rating of in-car infotainment system’s 
distraction potential. Any car can be driven into the laboratory and connected to a driving simulation, which enables 
measurement of in-car tasks’ distraction effects in a controlled traffic scenario. It can provide an estimate of an in-car 
task’s effect on crash risk in a car-following scenario as compared to attentive baseline driving. Based on effect size, a 0–
3 star rating (large, medium, small, no effect) can be given for each in-car task, and for the whole infotainment system 
based on the mean effect size across the tasks. 
 

1. Introduction 
There is no question that the use of smartphones while 

driving has a negative impact on driver distraction (e.g., Caird 
et al., 2014; Guo et al., 2010; Lipovac et al., 2017; Simmons 
et al., 2016). However, modern in-car infotainment systems 
have started to rival smartphones in functionality, allowing 
drivers to perform various tasks beyond driving-related 
functions. 

There is large variability in how the user interfaces 
(UIs) of these systems function between different car models. 
Comparative knowledge of the distraction potential of 
original equipment manufacturer (OEM) infotainment 
systems is rare. Further, there are no best practice 
recommendations for modern in-car infotainment UIs. At 
times, it seems that a leading design principle is user 
experience instead of minimization of distraction. Partial 
automation of the driving task or driver monitoring systems 
do not solve the problems as the driver should still be able to 
supervise the functioning of the automated driving and 
drivers might not obey distraction warnings (Lubkowski et al., 
2021). 

Car manufactures rarely publish their own test results 
which makes the comparison between OEMs’ infotainment 
systems challenging. Strayer et al. (2015, 2017) benchmarked 
ten model 2015 cars’ infotainment systems on real roads with 
several metrics. To provide reliable and comparable test 

results, simulated driving could offer control over undesired 
confounding variables. 

For the reasons above, we are launching a research 
project for studying the distraction potential of cars’ OEM 
infotainment systems which aims at well-controlled, valid, 
and reliable testing. We have built a Drive-In Laboratory, 
where a test vehicle can be driven inside and connected to a 
driving simulation. Here, we introduce the new laboratory 
and the associated distraction potential measurement.  

2. Method 

2.1 Participants 
Based on power analysis, N = 32 should be sufficient 

sample size per car model to ensure statistical significance of 
medium-sized effects in a paired-sample t-test with power 
close to .80. To ensure representativeness of the age 
distribution in the driver population, we will recruit four 
drivers per age group, following the recommendation by 
NHTSA (2013); 18–24, 25–39, 40–54, and 55+. Balanced 
gender distribution is targeted. An eligible participant should 
have a valid driver’s license, normal or corrected vision, and 
not have any experience with the infotainment system under 
testing. 

Further, participants’ visual search speed, headway 
preference, and brake reaction time (BRT) for an unexpected 
event are estimated to enable comparison between participant 
samples between tests. These measures are necessary to avoid 

 

 

 

 

 

 

 

Fig. 1.  Drive-In Lab at the University of Jyväskylä (NB. The images are from the initial construction phases.) 
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a situation where the outcome of a test is more dependent on 
the qualities of a participant sample than on the qualities of 
the in-car user interface. 

2.2 Equipment – The Drive-In Lab 
The Drive-In Laboratory is located inside a 6 m x 7.2 

m container (see Figure 1). Three BenQ LU960ST projectors 
project a 5760x1200 front view to a cylindrical 7850x2000 
mm screen with a 5000 mm diameter, and one BenQ 
LH820ST+ projector displays a 1920x1080 back view to a 
4000x1950 mm screen. These provide a feeling of immersion 
and ensure realistic looming effects. 

A test car is lifted with a Nussbaum Sprinter Mobil 
3000 jack for safety reasons. The car is connected to the 
driving simulation software with external sensors. Yocto-3D-
V2 position sensor is used for reading the steering movements 
and Moza Sr-p pedals are placed above the car pedals to 
ensure the same accuracy of longitudinal control between 
different car models. Steering is automated for the testing, but 
the position sensor enables analyses of lateral control for 
other purposes. 

Eepsoft Oy provides the lab’s professional driving 
simulator software with extensive data gathering possibilities. 
Eye-tracking system and behavioural research software are 
used for data synchronization and transcription. 4k camera 
records the participant’s hand movements and use of controls 
from the backseat of the car. An Android tablet is used for 
measuring participant’s stationary visual search speed three 
times with Arrows Task (by Jukic Hrvoje) and for collecting 
subjective experiences on the tasks and system (e.g., NASA-
TLX, SUS, UEQ). For the test results, the driving log data is 
sufficient, but the other data are valuable for additional 
research purposes. 

2.3 Procedure, Measurement and Analysis 
A representative sample of 10 typical in-car tasks is 

chosen for testing, such as: turn AC to x degrees, tune into 
radio station y, start navigation to address z. Each task is 
repeated as many times as the participant can complete for the 
duration of a 4-minute drive. The participants are not 
instructed or trained for the use of the systems, to study the 
worst-case scenario where the driver starts to use the system 
for the first time while driving. This enables analyses of 
learning effects and intuitiveness of the UIs. 

For the distraction measurement we’ll collect distance 
headway (DHW) data in a car-following scenario. The 
participant’s task is to get efficiently from point A to point B, 
while keeping safe distance to a lead car. A test starts by a 
BRT trial where the participant is instructed to keep a 
minimum DHW to a lead car that the participant thinks is still 
safe. The lead car keeps its speed constant at 80 km/h, until it 
suddenly brakes hard with -6 m/s2. Participant’s individual 
BRT for the DHW at the onset of the braking is thereby 
estimated. After this, the participant completes a 4-min 
baseline drive of attentive driving, in which the lead car 
adjusts its speed based on the same algorithm as in the 
following scenarios with the in-car tasks. 

Next, a participant drives the test car surrounded by 
simulated traffic while conducting in-car tasks. The lead car 
in front of the participant decelerates and accelerates in 
seemingly unpredictable manner but for preset durations. The 
lead car will always decelerate so that the DHW goes under 

the critical DHW in Eq.1. if the participant does not 
decelerate, but without crashing. 

After the BRT trial, the participant should be aware 
that it is always possible that the lead car brakes hard. The 
variable critical thresholds for the DHW are based on this 
possible hazardous scenario in all situations. To detect 
distraction, we will measure in-car tasks’ effects on DHW 
adjustments by comparing the headways with in-car tasks to 
the subjectively preferred headways in the baseline drive 
without in-car tasks. The assessment is focused on the impact 
of the in-car task on maintenance of appropriate DHW in 
relation to a variable critical distance headway 
𝐷𝐷𝐷𝐷𝐷𝐷(𝑡𝑡)

𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 at and below which there is a possibility of a 
rear-end crash (Kujala & Sarkar, 2024): 

 
𝐷𝐷𝐷𝐷𝐷𝐷(𝑡𝑡)

𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 𝐵𝐵𝐵𝐵(𝑡𝑡)
𝐹𝐹 𝑆𝑆(𝑡𝑡)𝐹𝐹∙ 𝐵𝐵𝐵𝐵𝐵𝐵(𝑡𝑡)

𝐹𝐹− 𝐵𝐵𝐵𝐵(𝑡𝑡)
𝐿𝐿  (Eq.1) 

 
where 𝐵𝐵𝐵𝐵(𝑡𝑡)

𝐹𝐹  is the braking distance of the following car, 
𝑆𝑆(𝑡𝑡)𝐹𝐹 is the speed of the following car, 𝐵𝐵𝐵𝐵𝐵𝐵(𝑡𝑡)

𝐹𝐹 is the 
participant’s brake reaction time that is corrected for the 
situational DHW, and  𝐵𝐵𝐵𝐵(𝑡𝑡)

𝐿𝐿 is the braking distance of the 
lead car, each at time t. 

With a 10 Hz sampling rate for a 4-min drive, we’ll 
get 2400 data points per drive/in-car task. We’ll mark each 
data point as -1 if there was a possibility of a rear-end 
collision and 1 if not, based on Eq.1. Then, we’ll compare 
percentages of -1s between the 4-min baseline drive vs. each 
in-car task drive with paired-samples t-test or Wilcoxon 
signed rank test, depending on the distributions. Each in-car 
task gets a 0–3 rating based on the observed effect size (d or 
r: large, medium, small, no effect). After a test, the in-car 
infotainment system will get a combined rating between 0–3 
for its distraction potential based on the mean effect size 
across the 10 in-car tasks. 

3. Conclusions 
The new method can produce estimates of in-car 

task’s effect on crash risk potential in car-following scenarios 
in controlled laboratory settings. The associated metrics of 
distraction are based on individual and situationally variable 
thresholds for distracted driving. The method fulfills all the 
key requirements for measurement of in-vehicle user 
interfaces’ distraction potential as defined by Kujala and 
Grahn (2022, see Appendix 1).  

Our aim is to offer consumers reliable information on 
the distraction potential of in-car infotainment systems and to 
encourage car manufactures to design safer in-car UIs. 
Further, the testing is expected to support design by revealing 
which UI solutions are less distracting than others. We wish 
that in longer term our work has an impact on the 
development of safety ratings for OEM infotainment systems 
(cf., Imberger et al., 2020). The first test results are presented 
at the DDI’24 conference. 
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Appendix A 
 
Table 1 Analysis on how the proposed method fulfils key requirements for measuring in-vehicle user interfaces’ 
distraction potential (Kujala & Grahn, 2022) 
 

Requirement 
 

Proposed method Fulfilled 

1. Inattention should be evaluated 
against attentive task performance. 
 

The distraction potential is estimated based on the in-car task’s 
effect on the participant’s crash risk as compared to a baseline 
drive without in-car tasks. 
 

✓ 

2. Inattention should be assessed 
against the spare attentional capacity 
available in attentive driving. 
 

The participants can freely glance away from the lead car if 
needed. These glances are not counted as distraction, regardless 
of their lengths. However, if distracting, these glances can have 
an effect on the DHW maintenance. 
 

✓ 

3. Situational variabilities in the 
spare attentional capacity should be 
recognized. 
 

The safety-critical DHW to which the participant’s situational 
DHW is compared to, varies by situational relative speed and 
distance to the lead car (Eq.1). 

✓ 

4. Inter-individual differences in the 
spare attentional capacity should be 
controlled for. 
 

The safety-critical DHW to which the participant’s situational 
DHW is compared to, varies from participant to participant 
based on their individual BRTs for an unexpected event (Eq.1). 

✓ 

5. Drivers’ cognitive processing 
abilities and limitations should be 
acknowledged. 
 

The participants can themselves decide on what they believe is a 
safe DHW. Their individual BRTs are estimated and used for the 
measurement of distraction. They can glance away from the lead 
car without being labelled as distracted, unless this has an effect 
on their DHW maintenance. Their visual search times in a 
stationary visual search task is estimated and samples consist of 
drivers from young to old, to keep the samples in balance 
between tests. The looming effects of the lead car are realistic. 
 

✓ 

6. Evaluation should focus on 
cognitive processes that are relevant 
for attentive driving. 
 

Attending the lead car, safe DHW maintenance and longitudinal 
control of the car, based on anticipating what can be possible in 
a scenario, are prerequisites for safe driving in the real world. 
 

✓ 

7. Evaluations should be 
probabilistic to avoid hindsight bias. 
 

The evaluation is based on what could be possible in a situation 
if the lead car brakes suddenly hard. Crashes are not needed for 
the distraction potential evaluation. 
 

✓ 

8. There should be a link to real-life 
crash risk – or to a real-life 
performance failure probability. 
 

The distraction potential is estimated based on the effect of an 
in-car task on the participant’s crash risk in a baseline drive 
without in-car tasks. The effect sizes can be linked to an increase 
in a real-world crash probability in car following. 
 

✓ 

9. Possibility should be more 
important than probability. 
 

The evaluation is based on what could be possible in a situation 
if the lead car brakes suddenly hard. The probability of this 
really happening is not relevant for the test result. What matters 
for safety in the real world is if a crash is possible when a lead 
car brakes hard. 
 

✓ 

10. The assessment should be based 
on the worst-case scenario. 

The participants start to learn the in-car tasks while driving 
without any knowledge of the UI. The testing is based on 
manual driving in a car-following scenario (no ACC) and on the 
possible worst-case scenario of a lead car braking suddenly hard. 
While there could be effects of in-car tasks also in steering 
performance, steering is automated to be able to better 
differentiate the distraction effects on participants’ longitudinal 
control performance. 

✓ 
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Abstract: The current research investigates attentional demands imposed on the driver by characteristics of dynamic 
visual information while driving using the example of animations. Both voluntary and involuntary diversion of driver 
attention towards animated dot clouds were assessed in two separate simulator studies (n = 21 each). Animations varied 
in duration (2s vs. 20s) as well as in attention capturing properties (containing vs. not containing abrupt onsets, looming, 
luminance contrast and contrast polarity changes). They were presented at random intervals in a car-following task. To 
assess voluntary driver diverted attention (DDA) induced by the animations, in study 1, participants were instructed to 
continuously describe the animations. To assess involuntary DDA towards the animations, in study 2, a visual detection 
response task (DRT) was implemented and participants were instructed to prioritize this task in order to create a top-
down goal for attention allocation. Frequency and duration of glances towards the animations were assessed. Reactions 
to DRT dots presented with a fixed onset after animations were examined to evaluate involuntary diversion of attention. 
The results are currently under analysis. They will be available and presented at the conference.  
 

1. Introduction 

1.1 Usage in vehicles 
The use of dynamic visual information such as 

animations is becoming more widespread in human-machine 
interface design. Animations can be understood as the 
“interpolated transition from a visual property value that a 2- 
or 3-dimensional object has to another property value” (e.g., 
its extension, position in space, shape, possible texture, 
colour or transparency; Schilbach, 2014). Animations may 
serve different purposes: They could help increase 
understandability of functions, provide feedback about task 
execution, increase trust and acceptance in a system 
functionality, or contribute to making a feature more pleasant 
to use and satisfying.  

 In vehicles, animations can be used for visualizing 
both driving-related and non-driving-related information.   

1.2 Potential effects on driver attention 
Like any other cue, such animations may theoretically 

divert driver attention, resulting in 
• voluntary Driver Diverted Attention (DDA), 

when a driver deliberately (top-down) directs 
attention to a stimulus, 

and / or 
• involuntary DDA, when a stimulus reflexively 

diverts attention (bottom-up) away from activities 
critical for safe driving.  

Drivers who deliberately divert attention have some 
possibility for adapting their behaviour to mitigate 
interference with driving performance. Such self-regulation 
may not be possible if a distracting stimulus is compelling 
and induces involuntary DDA. Accordingly, the mechanisms 
underlying these categories of engagement might differ and 
cause distinct interference patterns (Regan et al., 2011). 

Even though helpful in categorizing how DDA is 
initiated, this distinction is rarely considered in the literature 
(Regan et al, 2011). 

1.3 Demands imposed on drivers  
The impact of an animation on driver attention will 

depend on its attentional demand on the one hand and its 
frequency as well as duration on the other hand. In contrast to 
the frequency of an animation that may depend on conditions 
inside and outside of the vehicle, the duration and attentional 
demands of a given animation can be designed more 
deliberately.  

Previous research indicates a link between driver 
visual attention and crash risk, for example, risk increases 
with longer eyes-off-road times (Forster et al., 2024). With 
respect to voluntary DDA, the duration of an animation may 
influence the time drivers look at it. We therefore 
hypothesized that (H1) animation duration affects driver 
eyes-off-road times.  

With regard to involuntary DDA, previous research 
has identified properties of things which could be described 
as compelling and may capture driver attention (Regan et al., 
2011). According to Franconeri and Simons (2003) these are 
“new objects, objects that move suddenly, and looming 
objects that are all behaviourally urgent”. Another feature that 
has been consistently shown to capture attention involuntarily 
is changes in luminance contrast paired with a change in 
luminance contrast polarity (Franconeri and Simons, 2003). 
Therefore, we hypothesized that (H2) animations with abrupt 
onsets, looming, as well as concurrent changes in luminance 
contrast and contrast polarity can initiate involuntary DDA. 

Based on previous observations, we further expected 
that (H3) effects of animation on driver eyes-off-road times 
change over time. 
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1.4 Study goals 
This publication presents an empirical evaluation of 

demands imposed on drivers by characteristics of dynamic 
visual information. Two driving simulator studies were 
conducted to investigate voluntary and involuntary DDA, 
based on different operationalizations of how participants 
should distribute their attention between the driving and non-
driving tasks.  

2. Method 

2.1 Study design for distinguishing voluntary and 
involuntary DDA 

Animations containing stimuli that may give rise to 
voluntary and involuntary DDA were implemented in two 
studies. Study 1 was designed to assess voluntary DDA 
towards animations. This was achieved by instructing 
participants to continuously describe the animations when 
they were shown. Study 2 was designed to assess involuntary 
DDA induced by animations. Therefore, high workload was 
induced by implementing a visual Detection Response task 
(DRT; ISO, 2016) presented on the front screen of the 
simulator projection. The driver’s task was not to miss any of 
the presented dots, so that any attention that nevertheless was 
diverted to a presented animation in this setup can be 

considered as involuntary. Each study part was conducted 
with n = 21 participants each.  

2.2 Stimuli characteristics 
The exemplary animations investigated in the studies 

were various geometric objects (e.g. balls, disks, cubes, 
pyramids, stars) comprising of point clouds presented in the 
vehicle’s central information display (CID, Figure 1).  

In each study, a 2 x 2 x 3 factor design was used for 
varying animation characteristics: 

• Factor 1, duration of animation: long (20s) vs. short 
(2s) 

• Factor 2, attention capturing properties: containing 
vs. not containing abrupt onsets, looming, 
luminance contrast and contrast polarity changes 

• Factor 3, time of measurement: first vs. second vs. 
third presentation of animation 

Combining factor 1 and 2 resulted in four different 
animation types which were implemented in four separate 
experimental drives. To investigate habituation effects, each 
animation type was presented three times within each drive 
varying in the objects shapes shown.  

Table 1 summarizes verbally the animations specified 
for the four different drives.  

 
Table 1 Specification of the exemplary animation types 

  Animation design 
 NOT containing attention 

capturing properties 
Containing attention  
capturing properties 

A
ni

m
at

io
n 

du
ra

tio
n 

Short (2s) One object fades in for 2s, 
moves slowly around itself 

for 2s 

One object looms in for 2s,  
after 500ms contrast changes 
from black to white; during 
looming object changes its 
shape 

 
Long (20s) One object fades in for 2s, 

moves slowly around itself 
for 20s 
 

An object looms in for 2s,  
after 500ms contrast changes 
from black to white; during 
looming object changes its 
shape; In the next 3s, the object 
moves around itself and 
becomes smaller 
4 objects with various shapes 
are presented with this sequence 

 
 
 

2.3 Driving task/layout of experimental drive 
Studies were conducted in the WIVW driving 

simulator using the simulation software SILAB® (see Figure 
2). The driving task was a continuous car-following task 

(slightly adapted from the EGDS protocol described in 
NHTSA, 2013). Participants were instructed to follow a lead 
vehicle at a constant speed of 100 km/h with a distance of 
50 m as constantly as possible and to maintain good lane 
keeping. Every 60 – 90 seconds an animation was presented. 
In total, one drive took five minutes. 
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Fig. 1. Car-following task in the simulator. The red dot represents the visual DRT in study 2. The animations are displayed 
in the CID. An example of a 2s animation containing attention capturing properties is shown.  
 
 

2.4 DRT specification for study 2 
The DRT in study 2 was implemented for two reasons: 

Firstly, the DRT should ensure driver attention toward the 
forward road scene in the chosen experimental setting by 
emphasizing the relevance not to miss any DRT dot. 
Secondly, reaction times and missing events were used to 
operationalize the effects of animations on driver visual and 
mental workload. Therefore, the DRT was implemented 
according to ISO specifications (2016; continuous DRT dots, 
every 3-5 seconds).  

In addition, the presentation of animations was timed 
so that an auxiliary DRT dot was presented exactly 800 ms 
after animation onset to evaluate involuntary attention 
capture. By analysing these timed DRT dots separately from 
the continuous DRT dots, missing rates and reaction times 
reflect a distinct measure of involuntary attention shifting 
caused by the animations. For the participants, the timed DRT 
dots were not distinguishable from the continuous DRT dots. 

2.5 Dependent measures 
Dependent variables were driver glance behaviour 

measured via an eye tracking system by SmartEye® (total 
number of glances, mean single glance duration, total glance 
duration towards animations). In addition, reaction time until 
first glance to animations after onset, reaction times and 
missing rates for continuous and timed DRT processing were 
measured as indicators of involuntary attention capture. 

2.6 Theoretical implications and practical application 
Dynamic visual information such as animations can 

support the driver, and if implemented judiciously, should not 
give rise to driver inattention. For example, Birrell and 
Fowkes (2014) found that an integrated smart driving system 
providing feedback to the driver via a dynamic, adaptive 

interface did not induce visual distraction, with monitoring 
being incorporated into normal driving. Categorizing how 
DDA may be initiated voluntarily and involuntarily has 
scarcely been researched but may prove particularly useful 
when thinking about distraction mitigation in this context. 

The current research addresses this hole in the 
literature by identifying relevant properties of animations and 
exploring them in empirical studies, thereby adding to the 
understanding of different forms of inattention. 
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Abstract: Driver monitoring systems (DMS) can detect driver distraction and prompt drivers to keep their eyes on the 
road. Consumer advocates have introduced a DMS that considers both Long Distraction (LD) and Visual Attention 
Time Sharing (VATS) to derive driver distraction levels, but empirical evidence on its effectiveness is lacking. Therefore, 
the current paper presents a driving simulator experiment (N = 52) comparing the frequency of LD and VATS with an 
active and an inactive DMS. The DMS significantly reduced the number of LD and VATS. Although more warnings 
were generated by VATS, the DMS was less effective in reducing VATS compared to LD. Self-report data revealed that 
drivers had an incomplete mental model of the DMS, i.e., they did not recognize that VATS triggered warnings. This 
may explain the smaller effects for VATS and underlines the importance of mental model formation for the effectiveness 
of a warning system. 
 

1. Introduction 
Driver monitoring systems (DMS) have the potential 

to be a standard safety feature in future vehicles. There is a 
trend to implement DMS for detecting impaired driving in 
automated as well as manual driving. In its latest safety 
protocol, the European New Car Assessment Program (Euro 
NCAP) considers two types of gaze behavior contributing to 
distraction: a 3-second shift of the driver's gaze away from 
the road, i.e., long distraction (LD), or multiple short shifts 
that accumulate to 10 seconds within the last 30 seconds, i.e. 
visual attention time sharing (VATS) (EuroNCAP, 2023). 
The aim of DMS is to mitigate distraction by providing real-
time feedback to the driver whenever they are distracted. 
While the effectiveness of DMS in detecting distraction is 
well recognized (Dong et al., 2011), the pressing issue of their 
impact on gaze behavior is still being debated.  

Some previous studies on DMS with different 
algorithms for distraction detection have shown that these can 
reduce the probability of long gazes (> 2 s) (Atwood et al., 
2019; Victor et al., 2018), while others could not demonstrate 
significant effects of a DMS (Ahlstrom et al., 2013). 
Regarding Euro NCAP’s algorithm, there have been 
scientific efforts, showing that drivers trigger multiple 
warnings in both driving-related (Forster et al., in press) and 
non-driving-related use cases (UC) (Koniakowsky et al., 
2023). According to Wogalter (2018), the effectiveness of a 
warning system depends on the user's understanding, beliefs, 
and attitudes toward the system. An online survey revealed 
that only 20 % of drivers believed that DMS would be 
capable of detecting drivers’ gaze (Nees & Liu, 2022). 

 To bring forth evidence, the present study examines 
the effectiveness of a DMS, following the Euro NCAP 
specifications, by comparing the occurrence of distracted 
behavior with and without a DMS. We hypothesize that the 
DMS significantly reduces the frequency of LD and VATS. 
In a multi-method approach, self-reported data on drivers' 
understanding about DMS help to interpret the findings. 

2. Method 

2.1 Participants 
Fifty-two participants took part in the experiment 

(MAge = 36.33, 19 female). All held a valid German driver’s 
license and had normal or corrected to normal vision. 

2.2 Apparatus 
The study was conducted in a fix-base driving 

simulator equipped with a fully functional mock-up including 
a central display. Five front projectors provided a field of 
view of 220° and three LED screens displayed the rear view. 
The driving simulation software SILAB® was used to create 
a three-lane highway scenario (Krüger et al., 2005). 
Participants' gaze behavior was recorded using the 
SmartEye® remote eye-tracking system, including three 
cameras. 

2.3 Driver monitoring system 
The DMS triggered warnings consisting of both visual 

and auditory components. These were immediately issued 
after the driver was classified as being distracted (Fig. 1), 
either through the detection of LD or VATS (EuroNCAP, 
2023). Off-road glances were counted with a latency of 150 
ms. 

2.4 Design and Procedure 
A between-subjects design was employed to examine 

the effects of a DMS. The DMS was either active generating 

Fig. 1. Warning above the speed display in the driver's line 
of sight. 
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warnings or inactive not generating warnings. Participants 
were randomly assigned to one of the groups (DMS active: 
n = 26). During the experiment, participants were asked to 
repeatedly perform two infotainment-related UCs by touch. 
The UCs were playing a song from Spotify and making a call. 
Both required four operating steps.  

Participants were neither informed about the DMS nor 
the occurrence of warnings. They were told that driving safety 
and compliance with traffic rules always had priority.  Upon 
completion of the drive, participants who received warnings 
were asked about their understanding of the warnings and 
potential behavioral changes in a structured interview. 
Subsequently, they completed a questionnaire on their mental 
model of the DMS (Beggiato & Krems, 2013). 

2.5 Analysis 
The number of LD and VATS that occurred from the 

start of the UCs to its completion served as dependent 
measures. When the DMS was inactive, VATS and LD were 
recorded that would have triggered the warnings. The impact 
of the DMS was inferentially analysed by means of a t-test 
for each measure. Effect sizes are interpreted according to 
Cohen (1992). Self-report data were analysed based on 
Mayring (2004). Responses were categorized inductively 
from the interview material by two independent raters, with 
high inter-rater reliability (r = .99). 

3. Results 

3.1 Effect of warnings 
When the DMS was active, drivers received on 

average 14 warnings while performing ten UCs on the central 
display (SD = 6.84). Warnings were more than twice as often 
triggered by VATS (M = 11.04, SD = 2.68) than by LD 
(M = 2.96, SD = 4.82). The DMS significantly reduced the 
number of LD, t(50) = -1.87, p = .033, d = 0.52, which is 
considered a medium effect. Also the number of VATS was 
significantly reduced, t(50) = -1.74, p = .044, d = 0.48, which 
is considered a small effect (Fig. 3). 

3.2 Understanding of warnings 
Most participants in the DMS condition correctly 

understood that the warnings were solely triggered by their 
gaze behavior (69 %). Some believed that the warnings were 
also related to their driving behavior, like lane departure 
(19 %). Twelve percent of participants did not understand 
that the warnings were triggered by their gaze behavior.  

 In a survey of the mental model (Fig. 2), participants 
showed a high level of agreement on the statement that long 
glances triggered warnings (M = 5.50, SD = 0.86). In contrast, 

participants were unsure whether multiple short glances 
caused warnings, which is reflected in the wide range of 
responses (M = 3.23, SD = 1.27). 

3.3 Self-reported behavioral changes 
About two-thirds of participants in the DMS condition 

indicated they had changed their gaze and/or operating 
behavior because of the warnings (69 %). Behavioral changes 
were described as looking at the road more often and for 
longer periods (n = 16), or blind operation (n = 4). Further, 
participants reported that the warnings caused them to 
interrupt the UC execution more frequently (n = 7) or slowed 
down their execution (n = 4). A third reported no behavioral 
changes and ignored the warnings (31 %). 

 

4. Discussion 
In summary, there were significant differences in the 

number of LD and VATS as a function of DMS activation, 
i.e., the DMS mitigated distracting behavior. However, the 
effects differed in their magnitude, meaning that the effect of 
DMS was greater for LD than for VATS. The DMS reduced 
the occurrence of LD by 52 %, whereas for VATS the 
reduction was only 13 %. This raises the question, why 
warnings were more effective for LD than VATS even though 
they were more frequently triggered by VATS.   

Although most drivers were able to link the warnings 
to their gaze behavior, data further revealed that drivers' 
mental model of DMS was that warnings were triggered 
solely by long glances. The participants were not aware that 
VATS would also elicit a warning, although most warnings 
were elicited by VATS.  

The correct understanding of the warning’s intention 
is a prerequisite for the effectiveness of a warning system 
(Wogalter, 2018). Only if it is clear which behavior should be 
avoided, a driver can change accordingly. The incomplete 
mental model could therefore explain smaller effects for 
VATS than LD. Similar problems were described in a 
previous study, demonstrating that participants were unable 
to build a correct mental model of VATS warnings, even 

Fig. 3. Number of LD and VATS by DMS status. 

Fig. 2. Drivers’ mental model of the DMS. 
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though the algorithm was explained to them (Forster et al., in 
press). This suggests that VATS warnings may ultimately be 
too complex to develop a correct mental model. Further 
research should address the question of how to ensure the 
efficacy of DMS, to undearstand and avoid VATS warnings.  

5. Conclusions 
This work presents findings that a DMS, using the 

EuroNCAP algorithm, can mitigate driver distraction.  The 
results highlight the importance of keeping the complexity of 
an algorithm as low as possible so that drivers can build a 
correct mental model, as this can be a factor that reduces the 
effectiveness of the system. 
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Abstract: This paper presents a research concept for comparing general and applied mental models in automated driving, 
with a focus on the transition between automation levels. The research concept measures general and applied mental 
models, gaze movement, and driving performance within a driving simulator. It aims to correlate different mental models 
with driving performance, to identify how mental models should be characterized for safe interaction, and to provide 
insights for developing effective training concepts to improve user interaction with automated systems. 
 
 

1. Introduction 

1.1 Mode Confusion and Out-of-Loop Problem 
The ongoing automation of vehicles provides drivers 

with increasing comfort, but also presents significant 
challenges (SAE International, 2021). Conditionally 
Automated Driving (CAD, Level 3) (SAE International, 2021) 
takes over both longitudinal and lateral control of the vehicle 
and is capable of recognizing system limitations and 
prompting the driver to take over driving tasks. While CAD 
allows the driver to disengage from the driving task and focus 
on activities, such as reading or texting, it also requires the 
driver to immediately return attention to the driving task and 
assume full control of the vehicle in the event of a Takeover 
Request (TOR). Furthermore, CAD is only available under 
certain conditions, so that in other cases only partially 
automated driving (PAD, Level 2) or even no automation can 
be activated. PAD (SAE International, 2021) also provides 
longitudinal and lateral control of the vehicle, with the 
difference that the driver is responsible for monitoring the 
system and environment. Transitions between these levels not 
only create out-of-loop problems for the driver, but also mode 
confusion (Kurpiers et al., 2020). Thus, it is essential for 
drivers to perceive and comprehend relevant information to 
ensure safe operation of automated vehicles. Therefore, 
individuals require a suitable mental model of the 
autonomous vehicle (Endsley, 2017). 

1.2 Mental Models in the Automated Driving Context 
Mental models are cognitive representations of an 

external reality and necessary for real-world orientation 
(Johnson‐Laird, 1980). They enable the categorization of 
perceived information, and support the comprehension of 
goals, processes, as well as performance and limitations of 
systems (Seppelt & Victor, 2020). They evolve with 
increasing experience and are continuously adjusted 
(Beggiato & Krems, 2013). 

Mental models can be categorized into three types (Fig. 
1): conceptual, general, and applied mental models. In the 
context of automated driving, these can be explained as 
follows. Conceptual mental models are precise and 
comprehensive representations (Norman, 1983) of vehicles, 
including the interaction of all sensors and actuators installed. 
General mental models comprise the theoretically and 
practically acquired knowledge about the goals, processes, 
structures, and limitations of the vehicles (Seppelt & Victor, 
2020) and reflect the driver's understanding of their functions 
and limitations. The driver's general mental model directs the 
allocation of attention and thus influences the perception of 
information, which in turn activates the applied mental model 
(Seppelt & Victor, 2020). The applied mental model is 
represented by the situation awareness, i.e., the perception, 
understanding, and projection of a situation, and is reflected 
in the driver's behavior. However, it is possible that the 
general mental model and the applied mental model may not 
align. 

1.3 Measurement of Mental Models 
Several qualitative and quantitative methods exist for 

measuring mental models, each with specific advantages and 
limitations (Beggiato, 2015; Bellet et al., 2009; Kearney & 
Kaplan, 1997; Richardson et al., 2019; Tergan, 1986). While 
qualitative methods better represent the development process 
and individual differences in mental models, quantitative 
methods provide statistical comparability.  

In the field of automated driving, research focuses on 
investigating the evolution of general mental models with 
increasing practical experience, depending on the accuracy of 
the initial vehicle description (Beggiato & Krems, 2013; 
Beggiato et al., 2015; Blömacher et al., 2018, 2020; Forster 
et al., 2019; Gaspar et al., 2021). Mental models were usually 
measured objectively through pre- and post-drive 
questionnaires that cover some driving functions, limitations, 
and parts of the interaction concept. However, there has been 
a lack of comparative analysis between subjectively recorded 
general mental models and applied mental models, as well as 
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the resulting driving performance. Additionally, mental 
models have primarily been described for a single level of 
automation or driver assistance system, rather than the entire 
automated driving system.  

2. Research Objective 
Given the research gap described above, this paper 

presents a research concept that enables the measurement and 
comparative evaluation of the general and applied mental 
model of the automated driving system and the resulting 
behavior represented by gaze movement and driving 
performance. In particular, the change between the 
automation levels is addressed. The resulting data will 
provide insights on how a mental model should be 
characterized to ensure safe interaction with the automated 
driving system. Based on this, the results will enable the 
development of a training concept for the education of future 
users. 

3. Study design for measuring general and applied 
mental models 

3.1 Dependent, Independent, and Confounding 
Variables and Measurement Methodologies 

The dependent variables to be measured include 
situation awareness resulting from the applied mental model, 
as well as the driver's behavior in terms of gaze movement 
and driving performance (Zhang et al., 2021). Situation 
awareness is objectively assessed using the Situational 
Awareness Global Assessment Technique (SAGAT) 
(Endsley, 1988). The driver's gaze movement is measured 
using eye tracking (Forster et al., 2019). In order to quantify 
driving performance, reaction times, time to collision, 
braking and acceleration behavior, as well as steering 
behavior are extracted from the driving data (Müller, 2020).  

The initial general mental model as measured using 
the Structural Laying Technique (Scheele & Groeben, 2010) 
serves as the independent variable between participants. The 
level of automation activated (Level 0, Level 2, or Level 3) 
serves as the independent variable that varies within a 
participant. 

Confounding variables include socio-demographic 
characteristics, driving experience, and experience with 

automated driving functions, and are collected through 
questionnaires. Furthermore, reaction time is measured using 
a stimulus-response test (Matheus & Svegliato, 2013) and 
motion sickness is assessed pre- and post-driving using the 
Simulator Sickness Questionnaire (Kennedy et al., 2009). 

3.2 Experimental Environment  
To create a safe testing environment and capture the 

applied mental model represented by situation awareness 
using SAGAT, a fixed-base driving simulator with 360° 
simulation is selected. The SILAB simulation software is 
used to conduct a continuous drive with an automated driving 
system in which the participants experience the transition 
between automation level 0, 2, and 3 (Fig. 2). Reasons for the 
level transitions are system limitations such as road section 
category, roadworks or inappropriate maximum speed 
limitation. 

3.3 Procedure  
After informing the participants about the objectives 

and procedures of the experiment, socio-demographic 
characteristics, driving experience, experience with 
automated driving functions, and individual reaction times 
are recorded. The general mental model is then captured using 
the Structural Laying Technique. Following this, the 
participants are given a short introduction on how to operate 
the vehicle, including the activation and deactivation of the 
different levels of automation. Simulator sickness is then 
assessed before participants are equipped with the eye-
tracking device and instructed to enter the driving simulator. 
After a ten-minute familiarization phase, the continuous 
automated drive begins. During the drive, participants are 
required to play games on their smartphones whenever it is 
allowed to engage in a non-driving-related task. Shortly 
before each level transition, the simulation is paused and the 
applied mental model, represented by the situation awareness, 
is assessed using SAGAT. Gaze movement and driving 
performance are recorded throughout the whole drive. At the 
end, the participants' simulator sickness status is checked in 
order to exclude participants significantly affected by 
simulator sickness. 
 

Fig. 1. Conceptual, general and applied mental models in the context of automated driving (based on: Endsley, 2015, 
2017; Norman, 1983; Seppelt & Victor, 2020) 
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4. Advantages and Limitations 
Although the validity of the proposed research concept 

has not yet been tested, this theoretically sound approach 
provides a way to collect and compare general and applied 
mental models for automated driving systems. The results are 
limited by the reduction in realism due to the implementation 
within a driving simulator. However, an objective 
measurement of situational awareness using SAGAT is only 
feasible within a simulation environment (Endsley, 1988). 
Furthermore, since the research concept provides a relative 
comparison of mental models, the results can be used without 
restrictions.  

5. Conclusions and Future Work  
This paper presents a research concept for measuring 

the general mental model, applied mental model, as well as 
the resulting gaze movement and driving performance while 
driving with an automated vehicle, with special focus on the 
transition between the automation levels. The collected data 
will provide insights on how a general mental model should 
be characterized in order to ensure safe interaction with 
automated vehicles. This will serve as a baseline for 
developing training concepts to support future drivers. The 
proposed research concept will be validated through user 
studies in the next step. 
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Abstract: Driver distraction is a significant risk factor in traffic. Tasks that require looking away from the road and 
performing manual actions have the greatest impact on driving behaviour and crash risk. The European Commission 
has defined a key performance indicator (KPI), defined as ‘the percentage of drivers not using a handheld mobile 
device’, to monitor the distraction problem. Within the Baseline project minimum methodological guidelines for 
harmonized data collection and reporting of this KPI were determined. In 2022, fifteen Member States (MS) provided 
results for the KPI Distraction. Data were mostly collected through roadside measurements by observers; some MS used 
cameras. The national mean for car, light goods vehicle (LVG) and bus drivers together ranged from 90.6% to 98.3%. 
Separate indicators were available by road type, week period, vehicle type, age and gender. Distraction was significantly 
more prevalent in LGV drivers. The methodological requirements generally proved to be feasible, but comparability 
was not completely reached due to national differences in sampling and weighting. Based on the lessons learnt in 
Baseline, the minimum methodological guidelines for the KPI Distraction were updated as a part of the follow-up 
Trendline project. Trendline is a 3-year project, started on 15th October 2022, which brings together twenty-nine 
European countries for 1) harmonized data collection and reporting of road safety KPIs including distraction and for 2) 
using them within road safety policies. Data collection within Trendline will take place from 2023 to 2024 and the results 
will be reported in 2025.  
 

1. Introduction 
In 2019, the European Commission (EC) proposed a 

new approach for the road safety policy for 2021-2030 
emphasising the need to use a range of new road safety related 
Key Performance Indicators (KPIs) (European Commission, 
2019). Eight KPIs were defined, referring to main road safety 
challenges to be tackled, namely: (1) infrastructure safety, (2) 
vehicle safety, (3) emergency response, road user behaviour 
with regard to (4) speed, (5) alcohol, (6) distraction, and the 
use of (7) restraint systems and (8) helmets. The aim of using 
these KPIs is to monitor the trends in factors that contribute 
to reaching the EC targets for road safety: moving close to 
zero fatalities and serious injuries in road transport by 2050 
(“Vision Zero”) with interim targets of reducing the number 
of road deaths and seriously injured by 50% between 2020 
and 2030.  

Driver distraction is included among the proposed 
KPIs as this is a significant risk factor in traffic (European 
Commission, 2021). Tasks that require looking away from 
the road and performing manual actions have the greatest 
impact on driving behaviour and crash risk. In large scale 
naturalistic driving research, the crash risk increased by 12.2 
times when using a mobile phone in the hand for dialling and 
6.1 times when texting (Dingus et al., 2016). Because of the 
increased use of mobile devices (mainly smartphones) and 
the widespread use of texting applications, the EC proposed 
to use the “percentage of drivers not using a handheld mobile 
device” as proxy for assessing the driver distraction problem 
(European Commission, 2019).  

Within the Baseline project (https://baseline.vias.be), 
co-funded by the EC, guidelines were developed for the 
Member States (MS) for the harmonized data collection and 

reporting of the KPIs, including distraction (Boets et al., 
2021).   

The aim of the Baseline project was to support MS in 
providing KPIs, including for driver distraction, in a 
harmonised way. Detailed methodological guidelines were 
developed, including the minimum requirements to provide 
the KPIs as well as optional recommendations. Besides the 
provision of KPIs by MS and the reporting on the European 
benchmarking of the KPIs, another aim of Baseline was to 
evaluate the feasibility and limitations of collecting 
comparable KPIs across Europe. 

2. Method 
Minimum methodological requirements for the KPI 

Distraction were set by the EC (2019) and within Baseline 
(Boets, 2021). The EC (2019) determined the KPI definition 
(percentage drivers not using a handheld mobile device), 
method (direct observation by trained observers or from 
moving vehicles, or alternatives like automatic detection), 
road types (urban, rural roads, motorways) and vehicle types 
(cars, light goods vehicles (LGV), buses/coaches) to include, 
moment of the observations (daylight), and the location 
sampling procedure (random).  

Within Baseline the minimum requirements were 
further elaborated and operationalised (Boets et al., 2021). 
The minimum KPIs were set to be for the three vehicle types 
together and for weekdays (Monday-Friday): 1) the weighted 
national mean and 2) indicators per road stratum. Only drivers 
in movement (not stopped) should be included. The locations 
should allow a good view, inconspicuous observations and be 
safe. Sample size requirements were: 10 different locations 
per road type (at least 30 minutes’ observation per location), 
2,000 drivers in total and 500 drivers per road type. The 
fieldwork should include a mix of daytime hours on week- 
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and weekend days, balanced over the road types. Fieldwork 
should not be done during holidays or heavy winter periods. 
And finally, minimum weighting requirements were 
determined aiming at providing representative indicators for 
the country (Silverans & Boets, 2021). Furthermore, 
recommendations were included: use week periods (weekday 
and weekend day) as sampling strata and provide separate 
KPIs (prerequisite: minimum 10 locations per period, 2 
locations per period x road stratum, 500 drivers per period), 
provide KPIs per vehicle type (if min. 500 drivers), boost the 
sample sizes for more accurate and detailed (crossed strata) 
estimates, collect data on driver sex and age category and use 
available national traffic volume estimates (per stratum) to 
allow proportional data sampling or to weigh the data 
properly. 

3. Results 
Fifteen European MS collected KPI Distraction data 

during fieldwork between 2019 and 2022: Austria, Belgium, 
Bulgaria, Cyprus, Czech Republic, Finland, Germany, 
Greece, Latvia, Lithuania, Malta, Poland, Portugal, Spain and 
Sweden (Boets, 2023). Thirteen MS used observers along the 
road and two MS used camera images (Finland, Lithuania).  

The Baseline experience indicated that the minimum 
methodological requirements for the KPI Distraction were 
feasible for most MS. Collecting comparable KPIs for this 
KPI proved to be possible to a certain extent but not 
completely due to national differences in sampling and 
weighting. Furthermore, cameras proved to be possible data 
collection tools if certain challenges are considered.  

Figure 1 shows the national mean KPIs Distraction 
with 95%-confidence intervals for the three vehicle types 
(cars, LGV, buses/coaches) and road types (urban, rural roads, 
motorways) together on weekdays. Light colours indicate 
deviations from the methodological requirements which are 
shortly explained underneath the figure. The concerned KPIs 
cannot reliably be compared with the other presented KPIs. 
The results indicate that overall more than 90% of the drivers 
do not use a handheld mobile device while driving. The actual 

percentages range between 90.6% in Cyprus and 98.3% in 
Finland. 

Besides the minimum KPIs, many MS provided 
additional indicators. An interesting general pattern among 
MS (except in Greece) was found with regard to the optional 
KPIs per vehicle type, namely that LGV drivers more often 
use a handheld mobile device while driving than car and bus 
drivers (see Figure 2). Another general pattern concerned the 
age categories, although only available for three MS, with 
clearly less handheld mobile device use in 65-plus drivers 
compared to younger drivers. With regard to the road types 
and week periods, different patterns were found in the MS, 
without a common line. 

4. Discussion and conclusions 
Based on the lessons learnt in Baseline, the minimum 

methodological guidelines for the KPI Distraction were 
updated as a part of the follow-up Trendline project 
(https://trendlineproject.eu/). The changes in the 
methodology will be presented at the conference. Trendline 
started on 15th October 2022 as a 3-year project which brings 
together twenty-nine European countries for 1) harmonized 
data collection and reporting of road safety KPIs including 
distraction and for 2) using them within road safety policies. 
Data collection within Trendline will take place in 2023 and 
2024 and the results will be reported in 2025. The outcomes 
of the Baseline and Trendline projects are used to set future 
European road safety targets and goals based on the KPIs 

 
 
 
 
 
 
 
 
 
 
 
 

 
*Malta, Latvia: no motorways in road network. *Latvia: week + weekend days. *Germany: only passenger cars. * Spain: broader KPI: % having in 

the hand or operating with the hand a mobile phone or other electronic devices, whether mobile or on-board. * Spain: 4 road types with 
expressways. *Austria, Greece, Cyprus: % not using a handheld mobile ‘phone’. *Finland, Lithuania: based on analysis of camera images; other 

MS: based on roadside observations by trained observers. 

Fig. 1 - National Baseline KPIs Distraction 
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Fig. 2 - Baseline KPIs Distraction by vehicle type 

97
,5

%

97
,4

%

97
,0

%

95
,9

%

92
,1

%

91
,0

%

89
,6

%

95
,9

%

94
,7

%

93
,5

%

94
,0

%

93
,8

%

86
,0

%

80
,4

%

96
,4

%

99
,3

%

99
,3

%

97
,6

%

94
,7

%

96
,2

%

94
,5

%

0%

20%

40%

60%

80%

100%

Czech Republic Belgium Austria Poland Greece Latvia Cyprus

% drivers not using a handheld mobile device
(all road types, week + weekend days) 

Light colours: deviations

Passenger car Light goods vehicle Bus/coach

73



1 
 

Cell Phone Conversations While Driving A Heavy Vehicle: Risk as a 
Function of Event Type 
 
Jeffrey S. Hickman1*, Raina Shah1, Susan Soccolich2, Rebecca Hammond2, and Jason Jupe3 

 
1 Applied Safety and Ergonomics, A Rimkus Company, 3015 Miller Rd, Ann Arbor, MI, U.S.A.  
2 Virginia Tech Transportation Institute, 3500 Transportation Research Plaza, Blacksburg, VA, U.S.A. 
3 Rimkus, 8200 Cameron Rd, Suite C-140, Austin, TX, U.S.A. 
*jhickman@appliedsafety.com 
 
 

Abstract: This study evaluated the risk of a cell phone conversation by event type (e.g., sideswipe, etc.) in a sample of 
commercial motor vehicle (CMV) drivers. Prior naturalistic driving studies have combined event types in their analyses; 
thus, it is possible that cell phone conversations while driving have different odds ratio estimates based on event type. 
This has important safety, policy, and regulatory implications as naturalistic driving studies have found that hands-free 
and handheld cell phone conversations while driving did not increase the odds of a safety-critical event (SCE, crash, 
near crash, etc.). However, more prevalent event types could bias these results. The study is a re-analysis of existing 
naturalistic truck driving data from Olson et al. (2009) and Hammond et al (2021). The re-analysis of the SCE data were 
stratified by different event types. Overall, handheld and hands-free cell phone conversations while driving a CMV did 
not increase the odds of a SCE compared to no cell phone conversation except for handheld conversations, which 
significantly increased the odds of involvement in a road departure. Hands-free cell phone conversations, regardless of 
event type, were largely found to have a protective effect (i.e., decreased the odds of involvement in a SCE).  These 
results support existing regulations (federal and state) for CMV drivers which allow hands-free cell phone conversations 
while driving. 
 

1. Introduction 

In the U.S., there were 415,000 large truck crashes in 2020, 
of which 101,000 were injury crashes and 4,444 were fatal 
crashes. Approximately 10 percent of large truck crashes 
involving a serious injury or fatality were due to truck driver 
distraction (FMCSA, 2020; 2002). Commercial motor 
vehicle (CMV) drivers face all the routine risks of potential 
distractions as passenger drivers; however, they may need to 
engage in work-related communications while driving (e.g., 
routes, delivery scheduling, etc.). This may require 
communication between the CMV driver and their 
employer, shipper, receiver, etc. while in their vehicle. One 
method for this communication is via the cell phone. 

Findings from three CMV driver naturalistic studies 
found no significant difference in the odds of a safety-critical 
event (SCE) between a handheld cell phone conversation and 
no cell phone conversation while driving a CMV (i.e., neutral 
factor). These same studies found that hands-free cell phone 
conversations significantly decreased the odds of a SCE (i.e., 
protective factor) compared to no cell phone conversation 
(Hammond et al., 2021; Hickman et al., 2012; Olson et al., 
2009).  

However, these studies combined different event types 
(e.g., sideswipe, head-on, etc.) in their analyses. It is possible 
cell phone conversations while driving have differential risk 
based on event type. Several studies have found that drivers 
are more likely to look at the forward roadway while 
conversing on a cell phone, which means hazards in a driver’s 
forward view, such as read-end striking event types, would be 
more likely to be detected due to fewer off-road glances 
(Fitch et al., 2013; Hammond et al., 2021; Klauer et al., 2006; 
Olson et al., 2009; Victor et al., 2015). Does this greater 
attention to the forward roadway sacrifice attention to hazards 

on the side of the vehicle? And, if so, would they be detected 
in an analysis that combined event types? For example, rear-
end event types were prevalent in naturalistic driving studies 
(Hammond et al., 2021; Dingus et al., 2016; Klauer et al., 
2006; Olson et al., 2009). Analyses that combined event types 
would be skewed toward more prevalent event types.  

In a preliminary analysis of the Strategic Highway 
Research Program 2 (SHRP2) dataset, Victor et al. (2015) 
found that drivers had a significantly lower odds of a rear-end 
striking crash or near-crash when engaged in a cell phone 
conversation compared to no cell phone conversation. Balint 
et al. (2020) used the SHRP2 dataset to evaluate the odds of 
multiple secondary tasks while driving. Multiple secondary 
tasks performed while driving significantly increased the 
odds of a run-off-road crash and rear-end striking crash by 
4.09 and 6.94 times, respectively, compared to no secondary 
tasks. However, this analysis failed to isolate which specific 
combinations of secondary tasks increased the odds of these 
events. The current study evaluated the potential odds of a 
SCE during a cell phone conversation compared to no cell 
phone conversation stratified by event type in a sample of 
CMV drivers. 

2. Method 
The study used existing annotated data from Olson et 

al. (2009) and Hammond et al. (2021). Here we provide a 
summary of the methods, with a focus on the data used in the 
analyses. Although Hammond et al. (2009) was published in 
2009, the data are still relevant today as CMV drivers 
continue to engage in hands-free and handheld cell phone 
conversations while driving. In addition, Hammond et al. 
(2021) included Bluetooth hands-free conversations that were 
not available when data were collected in Olson et al. (2009). 
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See Olson et al. (2009) and Hammond et al. (2021) for a 
detailed overview of the methods. 

2.1 Overview of Datasets  
Olson et al (2009) included continuous (i.e., from 

ignition on to ignition off) naturalistic driving data from 203 
CMV drivers in 55 instrumented trucks (all Class 8 tractor-
trailers, gross vehicle weight rating exceeding 33,000 lbs.).  
The dataset included 4,452 SCEs and 19,888 random 
baselines. Hammond et al. (2021) included continuous 
naturalistic driving data from 172 CMV drivers in 182 
instrumented trucks.  The dataset included 2,363 SCEs and 
7,880 random baselines.  

These datasets included annotations derived from the 
SCEs, including: event type, driver ID, severity (crash, near 
crash, or crash-relevant conflict), and specific secondary 
tasks performed. Baselines included the same annotations as 
the SCEs; however, there were no annotations for event type 
and severity. Operational definitions for these variables can 
be found in Olson et al. (2009) and Hammond et al. (2020). 

2.2 Data Stratification 
The data were stratified into seven event types in 

reference to the instrumented truck: (1) road departure, (2) 
rear-ending a stopped vehicle, (3) rear-ending a slower or 
decelerating vehicle, (4) side-swipe, (5) forward impact with 
a vehicle moving in the opposite direction (avoiding forward 
vehicle/object that resulted in an opposite direction SCE), (6) 
forward impact with a vehicle moving in the same direction 
(avoiding forward vehicle/object that resulted in a same 
direction SCE), pedestrian or pedacyclist, parked vehicle, 
fixed object, or construction barrier or construction cone, and 
(7) turning or crossing paths at an intersection. The event 
types were determined based on coding in the datasets 
corresponding to the “Accident Types'' described in Olson et 
al. (2009). Excluded from the analysis were struck-by 
incidents in the “rear-end” and “forward impact with vehicle 
moving in same direction” categories, as well as incidents in 
these categories for which it was ambiguous as to whether the 
subject vehicle was striking or struck-by. 

2.3 Analysis Approach 
Odds ratio (OR) estimates were calculated for 

handheld and hands-free cell phone conversation by event 
type. Baselines from drivers not involved in the event type 
were removed. The formula for calculating the OR is the 
cross product shown in Equation 1 (Agresti, 1996). Where 
n11 is the number of SCEs where the CMV driver was 
conversing on a cell phone while driving, n12 was the number 
of random baselines where the CMV driver was  conversing 
on a cell phone while driving, n21 was the number of SCEs 
where the CMV driver was not conversing on a cell phone 
while driving, and n22 was the number of random baselines 
where the CMV driver was not conversing on a cell while 
driving. 

The formula for calculating the confidence interval or 
CI is shown in equation 2. Where e is a constant and the base 
of natural logarithms, OR is the odds ratio, z is the z-score 
value corresponding to the chosen alpha (1.96 for a 95% CI), 
and SE is the standard error of the natural logarithm of the 
OR (Agresti, 1996). Significant odds ratio estimates greater 

than one “1.0” indicate the cell phone conversation increased 
the likelihood of a SCE, whereas significant odds ratio 
estimates less than one “1.0” indicate the cell phone 
conversation decreased the likelihood of a SCE. Non-

significant odds ratio estimates indicate the cell phone 
conversation did not increase or decrease the likelihood of a 
SCE (Agresti, 1996; Mosteller, 1968; Woolf, 1955) 

3. Results 
Table 1 shows the counts of SCEs and random 

baselines, OR estimates, and 95% confidence intervals (CIs) 
by event type and conversation type. The authors compared 
the risk of a cell phone conversation with any other secondary 
task. For example, the OR calculations for the conversation 
type “handheld” included all instances where the driver was 
coded as having a handheld cell phone conversation and 
compared to all instances where the driver was coded with 
any other secondary (i.e., no handheld conversation, but 
potentially any other secondary task). Thus, the driver could 
have performed another secondary task category in this 
analysis.  

There were nine significant findings in Table 1 (shown 
with an “*” in Table 1). Handheld cell conversations 
compared to no handheld conversations had a neutral odds 
ratio estimate regarding involvement in a rear-end striking 
event where the lead vehicle was stopped or 
slower/decelerating and forward impact (same direction) 
event types. Handheld cell phone conversations significantly 
increased the odds of involvement in a road departure that 
resulted in a SCE compared to no handheld conversations. 
The remaining cell phone conversation types by event type 
comparisons significantly decreased the odds of a SCE 
compared to no cell phone conversation. No analysis was 
performed for handheld conversations in forward impact 
(opposite direction) SCEs due to a cell count of zero. 

4. Discussion 
To our knowledge, this was the first analysis of the event-

specific odds of a SCE regarding a cell phone conversation 
while driving a CMV. The results were largely consistent 
with other CMV studies showing that cell phone conversation, 
regardless of hands-free or handheld, did not significantly 
increase the odds of a SCE compared to no cell phone 
conversation (Hammond et al., 2021; Hickman et al., 2012; 
Olson et al., 2009). These results were supported by Victor et 
al’s (2015) preliminary analysis of rear-end striking crashes 
in the SHRP2 dataset. In addition, Muttart et al. (2021) found 
no difference in brake response times to a lead vehicle in 
passenger car drivers when comparing drivers with and 
without a cell phone conversation.  

5. Conclusions 
Overall, a hands-free cell phone conversation while 

driving a CMV decreased the odds of a SCE compared to no 
cell phone conversation, regardless of event type. The results 
in this study support the existing Federal Motor Carrier Safety 
Administration regulations for CMV drivers, which allow for 
a hands-free conversation while driving a CMV (Federal 

(𝑛𝑛11 × 𝑛𝑛22) ÷ (𝑛𝑛12 × 𝑛𝑛21)                                           (1) 
𝑂𝑂𝑂𝑂 × 𝑒𝑒 ∓ 𝑧𝑧 ×  𝑆𝑆𝑆𝑆𝑂𝑂𝑂𝑂                                                          (2) 
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Register, 2011). These results support the Task Capability 
Interface Model (Fuller & Santos, 2002), and later referenced 
by Kinnear et al. (2007), which illustrates the relationship 
between user capabilities and overall task demands associated 
with driving (i.e., an increase in task demands does not 
necessarily mean that driver capabilities are exceeded).  
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Table 1 ORs for handheld (HH) and hands-free (HF) cell phone conversations by event type. 

Event Type Type SCEs w/ Cell 
Phone 

SCEs w/ No 
Cell Phone 

Baselines w/ 
Cell Phone 

Baselines w/ 
No Cell 
Phone 

OR 95% CI 

Rear-End Stopped 
HH 1 144 398 10,341 0.180 0.025-1.293 
HF 3 142 1,005 9,775 0.205* 0.065-0.646 

Rear-end Slower/ 
Decelerating 

HH 35 1,111 777 21,661 0.877 0.622-1.124 
HF 46 1,124 1,121 21,317 0.778 0.576-1.052 

Road Departure 
HH 133 3,637 572 19,296 1.233* 1.018-1.495 
HF 70 3,700 981 18,887 0.364* 0.285-0.465 

Forward Impact 
(Same Direction) 

HH 7 131 851 10,656 0.669 0.312-1.436 

HF 4 134 1,167 10,340 0.265* 0.098-0.716 

Forward Impact 
(Opposite 
Direction) 

HH 0 85 846 4,900 N/A N/A 

HF 2 83 1,136 4,610 0.098* 0.024-0.398 

Sideswipe 
HH 18 1,081 790 23,244 0.490* 0.306-0.785 

HF 39 1,060 1,179 22,855 0.713* 0.515-0.987 

Turning 
HH 6 408 869 17,659 0.299* 0.133-0.671 
HF 14 400 1,323 17,205 0.455* 0.266-0.778 
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Abstract: Commercial motor vehicle (CMV) drivers have a significantly increased risk of being involved in a safety-
critical event (SCE) while engaged in cell phone-related tasks that require a driver’s visual attention and physical 
manipulation. Although research on the prevalence of distraction behaviour in CMV drivers has increased over the past 
two decades, few studies have extensively investigated driver behaviour changes with respect to evolving cell phone 
capabilities. This study investigated current CMV driver interactions with cell phones and their effects on driving risk. 
Participants comprised 39 drivers employed at trucking fleets located in the province of Ontario, Canada. The Virginia 
Tech Transportation Institute installed data acquisition systems in 35 large trucks, some shared by multiple drivers, to 
record key driver behaviour information surrounding both SCEs and baseline driving events. Approximately 3,000 
baseline control segments were randomly selected, and 735 SCEs were identified through a set of sensor trigger values. 
Results show that CMV drivers were engaging in secondary tasks in 47.5% or nearly half of all baseline epochs; 19.8% 
of all baseline epochs involved cell phone use. Hands-free talking/listening on the phone had the highest frequency but 
did not result in significant odds ratios. Drivers who had visual and/or manual interactions with a mounted cell phone 
had 5.80 times greater odds of being involved in an SCE compared to those not interacting with a mounted cell phone.  
 
1. Introduction 

Commercial motor vehicle (CMV) drivers have a 
significant increased risk of being involved in an SCE while 
engaged in cell phone-related behaviours that require a 
driver’s visual attention and physical manipulation (Olson et 
al., 2009; Hickman et al., 2010; Hammond et al., 2016; 
Hammond et al., 2021). Police collision reports in the United 
States and Ontario have indicated that approximately 15% of 
large truck collisions resulting in injury or fatality involved a 
distracted large truck driver (National Center for Statistics 
and Analysis, 2017; Byrne et al., 2020).  

Previous studies have shown that tasks with high 
visual and manual requirements were dangerous potential 
distractions, such as texting and dialling a phone, reading and 
looking at maps from phone or navigational devices, and 
reaching for an object (i.e., cell phone, headset, sunglasses, 
and other objects; Olson et al., 2009; Hickman et al., 2010; 
Blanco et al., 2016; Hammond et al., 2021). Text messaging 
on a cell phone poses the highest risk while driving, whereas 
talking/listening on a hand-held or hands-free cell phone did 
not elevate the likelihood of being involved in a safety-critical 
event (SCE; Olson et al., 2009). 

In Canada and the United States, regulations have 
been issued to restrict CMV drivers from reaching for or 
holding a mobile phone (76 Fed. Reg. 75470, 2011; Canadian 
Council of Motor Transport Administrators, 2018). Despite 
most drivers being aware of the risks associated with cell 
phone use while driving, 45% of drivers still reported using 
their phones (Claveria et al., 2019). Additionally, evolving 
cell phone technology leads to changes in driver behaviours. 
Therefore, this study aims to maintain an understanding of 
real-world driver cell phone use behaviours and investigate 
how drivers are currently interacting with cell phones while 
driving.  

2. Method 

2.1 Participants  
This study involved 39 drivers employed at trucking 

fleets with home terminals located in the province of Ontario, 
Canada. They all held an Ontario Class A driver’s license, 
which permits the operation of any heavy and commercial 
vehicle. The average age of drivers was 49.8 years, and their 
average length of CMV driving experience was 19.68 years. 

2.2 Data Acquisition System  
The VTTI-designed MicroDAS (see Figure 1) was 

installed in 35 large trucks to collect continuous kinematic 
and video data any time the vehicle was on and in motion in 
real-world environments. The kinematic and video data were 
used to identify and record key driver behaviour information 
surrounding both SCEs and baseline driving events. 

 

 
Fig. 1. Data acquisition system. 
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2.3 Data Reduction 
A total of 1,528,618 kilometres of data were collected 

from all vehicles. The data reduction process involved 
creating triggers and utilizing VTTI software to detect 
kinematic thresholds that may lead to SCEs. Trained coders 
determined the validity of triggers, categorized SCEs, and 
coded various driver behavior variables. Seven hundred 
thirty-five SCEs were identified through a set of trigger 
values, and approximately 3,000 baseline control segments 
were randomly selected and stratified based on vehicle 
kilometres travelled. Secondary tasks were important 
variables, encompassing any behaviours in which drivers 
have been engaged just prior to the start of SCEs. The 
following table presents cell phone use tasks that were 
aggregated into several variables for the analysis (see Table 
1).  

 
There are two options for hands-free cell phone use. 

Drivers would mount a cell phone to the dash or centre stack 
or they would prop it in a cup holder for interacting with the 
screen. For the second option, they used a headset or 
Bluetooth earpiece for hands-free talking/listening.  

3. Results 

3.1 Estimate Frequency of Secondary Tasks 
This analysis revealed that CMV drivers are engaging 

in secondary tasks in 47.5% of all baseline epochs. Twenty-
two percent of baseline epochs were identified as some form 
of cell phone-related behaviour. Hands-free cell phone 
talking/listening has the highest frequency and percentage of 
baseline observations (13.35%) of all secondary tasks (see 
Table 2). Interacting with a mounted cell phone has the third 
highest frequency.  

 
 

3.2 Odds Ratios of Secondary Tasks 
Using the frequency of secondary task engagement 

during SCEs and baseline epochs, odds ratios were calculated 
to estimate the risk of SCE occurrence using a logistic 
regression model. Odds ratios are a comparison of the odds 
of SCE occurrence given a driver’s secondary task behaviour 
compared to alert, non-distracted driver behaviour. A mixed 
effects logistic regression model was fit to the observations 
that satisfied the above conditions for each secondary 
behaviour. Drivers who had visual and/or manual interactions 
with a mounted cell phone had 5.80 times greater odds of 
being involved in an SCE compared to those not interacting 
with a mounted cell phone. This secondary task had the 
highest estimated odds ratio of all the cell phone-related 
behaviours. Additionally, talking with hands free is not 
associated with an increase in SCE occurrence (see Table 3). 

Table 1 Cell phone secondary tasks aggregated for 
analysis. 

Original secondary tasks Aggregated secondary 
tasks 

  
Cell phone, browsing 
Cell phone, texting 
Cell phone, dialling hand-held 
Cell phone, 
locating/reaching/answering 

Hand-held phone 
visual/manual 

Cell phone, holding Hand-held phone manual 
Cell phone, holding and 
glancing, hand-held Hand-held phone visual 

Cell phone, talking/listening, 
hand-held 

Hand-held 
talking/listening 

Cell phone, browsing hands-
free mounted 
Cell phone, dialling hands-free 
mounted 

Mounted phone 
visual/manual 

Cell phone, look at hands-free 
mounted 
Cell phone, video calling 
hands-free mounted 

Mounted phone visual 

Cell phone, talking/listening, 
hands-free 

Hands-free 
talking/listening 

 

Table 2 Frequency and percentage of cell phone use in 
baseline observations. 

Secondary task Percentage  Frequency 
   
Hand-held phone 
visual/manual 2.12 64 

Hand-held phone manual 0.2 6 
Hand-held phone visual 0.2 6 
Hand-held talking/listening 0.13 4 
Mounted phone 
visual/manual 1.36 41 

Mounted phone visual 2.45 74 
Hands-free talking/listening 13.35 403 
Other cell phone 0.03 1 

Table 3 Odds ratios and 95% confidence interval for 
cell phone use. 

Secondary Task 
 

Odds 
Ratios 

Lower 
Confidence 

Limit 

Upper 
Confidence 

Limit 
    
Hand-held 
phone 
visual/manual 

3.66* 2.27 5.91 

Hand-held 
phone manual 2.01 0.38 10.60 

Hand-held 
phone visual 3.72 0.85 16.30 

Hand-held 
talking/listening 2.06 0.19 22.14 

Mounted phone 
visual/manual 5.80* 3.31 10.18 

Mounted phone 
visual 1.18 0.56 2.51 

Hands-free 
talking/listening 0.98 0.72 1.34 
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4. Discussion 
Cell phone use continues to be a serious problem and 

could potentially worsen. Despite law restrictions, drivers 
still engaged in risky cell phone-related tasks. Regarding the 
significantly high odds ratios of hand-held phone 
visual/manual tasks, along with the insignificantly low odds 
ratio of hands-free talking/listening, these findings were 
consistent with previous studies (Olson et al., 2009; Hickman 
et al., 2010; Hammond et al., 2016; Hammond et al., 2021). 
On the other hand, the current manner of cell phone use is 
different than in previous studies. Drivers frequently mount 
their cell phone to the dash for browsing, dialling, and looking, 
especially on a long-haul trip. However, in contrast to hands-
free talking/listening, mounting a cell phone is the riskiest 
behaviour, which is a unique finding. Other interesting results 
regarding secondary task engagements and their significance 
were not reported here.   

Training programs and cell phone use policies for fleet 
trucking companies may need to be designed to better 
emphasize the importance of using hands-free technologies 
and/or to educate people on the risks of visual/manual tasks 
with both hand-held and mounted cell phone use when in 
complex driving environments. 

5. Conclusions 
CMV drivers were engaging in secondary tasks in 47.5% 

or nearly half of all baseline epochs; 19.8% of all baseline 
epochs involved cell phone use. The frequency of hands-free 
talking/listening on the phone was the highest but did not 
result in significant odds ratios. The odds ratio of mounted 
phone visual/manual cell phone use was the highest odds ratio. 
Drivers who had visual and/or manual interactions with a 
mounted cell phone had 5.80 times greater odds of being 
involved in an SCE compared to those not interacting with a 
mounted cell phone. These findings suggest that additional 
public service announcements/educational campaigns are 
needed to highlight the risks of any interaction (e.g. including 
mounted cell phone) with an electronic device.  Additionally, 
in-vehicle display developers need to continue to improve 
voice command technologies to increase use as well as reduce 
physical interactions with screens.  All stakeholders need to 
take the necessary steps to reduce the prevalence of tasks that 
take the driver’s eyes off the forward roadway.  Tasks which 
require drivers to look away from the forward roadway has 
repeatedly been shown to increase risk of crash involvement.  
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Abstract: 530 student drivers completed an anonymous survey over seven years. Findings related to penalty points, 
experience, and accidents, and their relationship to driver distraction. The survey collected demographic information, 
along with frequency and rated severity of engagement with distracting behaviours, and personality scale items. 
Questions considered ‘internal to vehicle’ and ‘external to vehicle’ distractions, for both ‘work-related’ and ‘leisure’ 
driving. Significant models predicted that i) as drivers’ penalty points increase, they are more willing to engage with 
(internal to the vehicle) distracting behaviours; and ii) increasing driver experience predicted higher penalty points. 
Findings provide evidence of ongoing and repeated engagement with distracting behaviours. 
 

1. Introduction 
Young drivers have repeatedly been shown to be 

one of the highest risk driving groups (RAC, 2009). 
Further, the current generation of young drivers have been 
exposed to smartphones for most of their lives, and many 
see them as an integral part of their lives. A considerable 
literature clearly demonstrates that unmanaged smartphone 
use while driving is remorselessly negative to road safety.  

Previously published data from the survey 
instrument reported here (Lansdown et al., 2021) 
suggested that the internal to vehicle behaviours rated as 
most distracting were ‘writing texts’, ‘internet use’ and 
‘reading texts’ while driving. For external to vehicle 
distractions, they were ‘environmental conditions’, 
‘unexpected objects or events’, and ‘animals behaving 
unexpectedly’. The most frequently undertaken in-vehicle 
behaviours were ‘(interactions with) adults’, 
‘daydreaming’, and ‘eating, drinking or smoking’; while 
the external to vehicle ones were ‘people (behaving 
normally), ‘busy roads’ and ‘official signage’. The internal 
to vehicle distractions were reported to be relatively more 
distracting than external to vehicle ones. Respondents 
were found to experience more distractions during leisure 
driving than during work-related driving. It was not 
previously possible to report on the data regarding 
individual differences, and this paper presents these along 
with the associated research hypotheses. 

 
The investigation had four hypotheses: 
1. Higher penalty points will predict increased self-

reported distracting behaviours. 
2. Higher penalty points will predict greater accident 

involvement. 
3. Greater driving experience will result in lower penalty 

points. 
4. Greater driver experience will reduce accident 

involvements. 

2. Method 

2.1. Design 

An anonymous online self-report survey was 
undertaken to collect the data presented here, based on 
Lansdown (2012). Collected data items included 

demographics, frequency and rated severity of engagement 
with distracting behaviours, along with personality scale 
items (the IPIP, Donnellan et al., 2006).  

2.2. Procedure 

 Psychology students participated for course credit. 
After consent, respondents experienced five survey 
sections, i) demographics; ii) ratings of distracting 
behaviours, as listed in Table 1. For each item, participants 
responded with how distracting (1: not distracting – 5: 
very distracting); iii) how frequently they have 
experienced the item (I haven’t done this while driving, 
daily, weekly monthly or yearly); iv) accident and near-
miss history; and v) the IPIP battery, plus a field for any 
other comments and feedback.  

Engagement with distracting behaviours was 
defined using an index calculated from the self-reported 
frequency of undertaking the distracting behaviours 
reported in Table 1. Ordinal values were assigned to 
generate a summative score for each respondent’s activity, 
corresponding to ‘1’ for yearly, ‘2’ for monthly, ‘3’ for 
weekly, and ‘4’ for daily, for each behaviour, e.g., reading 
text messages on a weekly basis would accrue an item 
score of ‘3’. These values were added for each of the 
behaviours described to generate each respondent’s 
distraction index. 

2.3. Respondents 

530 students responded to the survey during a 
seven-year data collection period between 2012 and 2018. 
All respondents were UK licensed drivers. In summary, 
20% of drivers were male, average age was 20.6 (SD = 
4.1) and on average they had 2.1 years of driving 
experience (SD = 3.2). Average mileage was 5.7 thousand 
miles per year (SD = 5.4). 96% of drivers had no penalty 
points. Of those with penalty points, 16 had three or less, 
five had between four and six points. 82.3% (436) of 
respondents had had no incidents in the last five years of 
driving. For those who with recent (withing the last five 
years) accident history, 14.9% (79) reported one, 2.3% 
(12) two, and 0.6% three incidents. For the ‘at fault’ 
incidents, one event was reported by 8.9% (49) of drivers, 
and two by 0.9% (5 drivers). A more detailed breakdown 
of demographic features and frequency of engagement 
data is presented in Lansdown et al. (2021). 
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Student distractions: penalty points and experience 

Table 1 Distractions and (average) ratings  
(1: not distracting – 5: very distracting). 

 
In-Vehicle External to Vehicle 
Write text 4.16 Environmental 

conditions 
 
3.84 

Internet (use) 3.99 Events (unexpected 
behaviours) 

 
3.58 

Read text 3.58 Animals 
(unexpected 
behaviours) 

 
 
3.56 

Handheld (device 
use) 

 
3.45 

People (unexpected 
behaviours) 

 
3.50 

(Navigation) 
destination entry 

 
3.22 

Other events 3.29 

Other behaviour 3.02 Roads (complex) 3.19 
Daydreaming 2.88 Roads (busy) 2.99 

(Interaction with) 
children 

 
2.59 

Roadworks 2.96 

Media player 2.48 Advertisements 
(dynamic) 

 
2.74 

Pets 2.47 Advertisements 
(static official) 

 
2.12 

Handsfree (device 
use) 

 
2.44 

Advertisements 
(static unofficial) 

 
2.06 

Headphones 2.19 Signs (official) 1.91 
Eating, drinking 

or smoking 
 
2.10 

Signs (unofficial) 1.86 

(Interaction with) 
adults 

 
1.92 

Animals 1.77 

  People 1.51 

3. Results 
Data demonstrated heteroscedasticity during 

assumption checking. Therefore, weighted-least-squares 
(WLS) regressions were employed. 

H1 proposed that those with higher penalty points 
would engage more with self-reported distracting 
behaviours. Significant models emerged from linear 
regressions for both work-related (including commuting; t 
(1,491) = 6.487, p < 0.0001) and leisure-related driving (t 
(1,514) = 8.912, p < 0.0001). For work-related, Penalty 
Points explained 28.1% of the variance in engagement 
with distracting behaviours, for leisure-related driving it 
was 36.6%. Thus, a one Penalty Point increase for work-
related driving was predicted to increase engagement with 
(internal to vehicle) distractions (Distraction Index = 
Penalty Points * 2.086 + 23.537), and for leisure driving 
the same was also found (Distraction Index = Penalty 
Points * 1.808 + 27.625).  

Greater numbers of penalty points were predicted to 
result in increased accident involvement in H2. A 
significant linear regression model emerged, however the 
WLS regression was found to be no longer significant (t 
(1,528) = 1.825, p = 0.069). Consequently, the null is 
accepted for H2. 

H3 predicts that greater driving experience will 
result in lower penalty points. The WLS regression 
retained a significant model (t (1,527) = 4.228, p < 
0.0001). Experience explained 18.1% of the variance in 
Penalty Points. Contrary to H3, increased years of driving 
experience were found to predict increased Penalty Points 

(Experience = Penalty Points * 0.069 + -0.009). Thus, the 
null is accepted for H3. 

H4 proposes that greater driver experience will 
reduce accident involvements. The model that emerged 
from linear regression was found to be non-significant (F 
(1,527) = 2.78, p < 0.096). Therefore, the null was 
accepted for H4. 

4. Discussion 
Higher penalty points were predicted to increase 

engagement with distracting behaviours. Significant 
models emerged suggesting rejection of the null for H1. 
There seems some intuitive sense that those who have 
demonstrated themselves to be willing to engage with 
antisocial driver behaviours, e.g., excessive speed, may 
also be more prone to distractions. 

Hypothesis 2 posited that higher penalty points will 
predict more accidents. There is robust meta-analytic 
support that penalty point systems reduce accidents, 
fatalities and injuries (Castillo-Manzano & Castro-Nuño, 
2012). Thus, it was assumed that a significant relationship 
would be demonstrated in the data presented here. It seems 
that the positive effects of penalty point systems are only 
maintained for around eighteen months. It may be that the 
predominantly young respondents with penalty points 
investigated here; may have moderated their behaviours 
such that any effects from initially riskier behaviours were 
mediated. However, our lack of significant results for H2, 
preclude anything other than an acceptance of the null. 

For Hypothesis 3 experience was predicted to result 
in lower penalty points. Findings were in opposition to our 
hypothesis. It may have been that the respondents from 
this survey, while still relatively new drivers, we relatively 
more experienced than those that have effectively just 
passed their driving test. Consequently, the predicted 
increase in penalty points may potentially be explained by 
exposure. 

The final hypothesis was that greater driver 
experience will reduce accident involvements. As 
indicated above there is some evidence to support this 
hypothesis, in general, in the literature. Even for the 
relatively inexperienced group of respondents in the 
survey reported here, it was considered that consistent 
behaviours would be found. However, no significant 
relationship was established. As for H3 it could have been 
that our sample was in an in-between phase of their 
driving experience, no longer novices but not yet 
experienced.  

5. Conclusions 
A positive predictive relationship was found for drivers 
with penalty points and their engagement with distracting 
behaviours, for both work-related and leisure driving. No 
relationship was found for penalty points and accident 
involvement. Similarly, no relationship between 
experience and accidents was found either. Surprisingly, a 
significant positive relationship was found between 
experience and penalty points, contrary to expectations. 

6. References 
Af Wåhlberg, A. E. (2011). The accident-exposure 

association: Self-reported versus recorded collisions. 
Journal of Safety Research, 42(2), 143–146. 

82



Student distractions: penalty points and experience 

https://doi.org/10.1016/j.jsr.2011.01.007 
Castillo-Manzano, J. I., & Castro-Nuño, M. (2012). 

Driving licenses based on points systems: Efficient 
road safety strategy or latest fashion in global 
transport policy? A worldwide meta-analysis. 
Transport Policy, 21, 191–201. 
https://doi.org/10.1016/j.tranpol.2012.02.003 

Daigneault, G., Joly, P., & Frigon, J. Y. (2002). Previous 
convictions or accidents and the risk of subsequent 
accidents of older drivers. Accident Analysis and 
Prevention, 34(2), 257–261. 
https://doi.org/10.1016/S0001-4575(01)00014-8 

Donnellan, M. B., Oswald, F. L., Baird, B. M., & Lucas, 
R. E. (2006). The Mini-IPIP Scales: Tiny-yet-
effective measures of the Big Five Factors of 
Personality. Psychological Assessment, 18(2), 192–
203. https://doi.org/10.1037/1040-3590.18.2.192 

HESA. (2020). HE student enrolments by subject of study 
2014/15 to 2018/19. https://www.hesa.ac.uk/data-
and-analysis/students/table-9 

Lansdown, T. C. (2012). Individual differences and 
propensity to engage with in-vehicle distractions - A 
self-report survey. Transportation Research Part F: 
Traffic Psychology and Behaviour, 15(1). 
https://doi.org/10.1016/j.trf.2011.09.001 

Lansdown, T. C., Kovanda, E. J., & Spence, L. (2021). 
Student driver propensity to engage with distractions 
– a self-report survey. Transportation Research Part 
F: Traffic Psychology and Behaviour, 81, 650–660. 
https://doi.org/10.1016/J.TRF.2021.07.008 

McCartt, A. T., Shabanova, V. I., & Leaf, W. A. (2003). 
Driving experience, crashes and traffic citations of 
teenage beginning drivers. Accident Analysis and 
Prevention, 35(3), 311–320. 
https://doi.org/10.1016/S0001-4575(02)00006-4 

Parmentier, G., Chastang, J. F., Nabi, H., Chiron, M., 
Lafont, S., & Lagarde, E. (2005). Road mobility and 
the risk of road traffic accident as a driver: The 
impact of medical conditions and life events. 
Accident Analysis and Prevention, 37(6), 1121–
1134. https://doi.org/10.1016/j.aap.2005.06.012 

RAC. (2009). RAC report on motoring 2009. Royal 
Automobile Club. 
papers3://publication/uuid/98871383-D618-4077-
AE4D-9AE25DAC4D6B 

 

83



1 
 

Driver Profiles of Visual Manual Phone Engagement and The Contexts in 
Which They Occur 
 
Rashmi P. Payyanadan 1, Josh Domeyer 2*, Linda Angell 3, Tina Sayer4 
 
1,3 Touchstone Evaluations, Inc., 81 Kercheval Ave., Ste 200, Grosse Pointe, MI 48236, USA  
2,4 Toyota Collaborative Safety Research Center, 1555 Woodridge Ave., Ann Arbor, MI 4810, USA  
*joshua.domeyer@toyota.com 
 
 

Abstract: Phone use while driving, particularly visual-manual phone engagement (VMPE) like texting, dialing, and 
browsing, can significantly increase crash likelihood due to prolonged diversion of attention from the driving task. 
However, significant knowledge gaps remain regarding the circumstances surrounding VMPE, whether different types of 
VMPE are initiated in different contexts, and whether different driver types have distinct VMPE patterns. Additionally, 
there is limited understanding of drivers’ VMPE across entire trips. 
This study analyzed naturalistic driving data from 44 drivers collected over a three-week period. The data encompassed 
557 full trips, driving kinematics, VMPEs, driving context, driver demographics, and psychosocial factors. The study 
aimed to predict the onset of VMPE as a function of driving context and driver-related variables.  
Results showed that the strongest predictor of VMPE onset was the interaction between driving context, and a set of 
driver-related variables (i.e., driver’s attitudes, injunctive norms, and perceived behavioural control toward speeding and 
phone use). Specifically, drivers with positive attitudes, injunctive norms, and perceived behavioural control toward 
speeding and phone use were more likely to engage in VMPE in certain driving contexts, such as, while waiting in traffic, 
during morning drives with low traffic, and during trips that had limited idling. VMPE driver profiles revealed three 
types: Consistent Context-Independent VMPE, Selective Context-Specific VMPE, and Minimal VMPE. 
Together, these findings highlight the interplay between context and the driver’s psychosocial factors, which significantly 
influence their VMPE. They emphasize the importance of considering driver characteristics when designing interventions 
specifically aimed at reducing VMPE. 
 

1. Introduction 
Visual manual (VM) phone activities such as texting, 

dialling, and browsing are considered complex secondary 
tasks (C. Klauer et al., 2006). Engaging in complex secondary 
tasks significantly heightens the risk of crashes and near-
crashes (Dingus et al., 2006; S. G. Klauer et al., 2006; Olson 
et al., 2009; S.G. Klauer et al., 2014). This heightened risk is 
attributed to how VM phone tasks involve extended periods 
looking away from the road compared to other types of phone 
tasks, causing drivers to allocate less attention to the road 
(T.W. Victor et al., 2005). 

 In 2021, eight percent of fatal crashes were reported 
as distraction-affected crashes (National Highway Traffic 
Safety Administration, 2023). Among those fatal crashes, 377 
(12%) were linked to phone use, where at least one of the 
involved drivers was talking on, listening to, or engaged in 
phone activity at the time of the crash, resulting in 410 deaths. 
These findings underscore the importance of measures that 
can effectively reduce VM phone engagement while driving. 
However, tackling this issue requires a comprehensive 
understanding of what factors influence phone use while 
driving, which types of drivers are more inclined to engage 
with their phones, and when are they more likely to engage 
with their phones. 

This study presents findings from a three-week 
naturalistic driving study (NDS) involving 44 drivers and 557 
trips, aimed at understanding visual-manual phone 
engagements (VMPEs). The Comprehensive Driver Profile 
(CDP) analytical framework (Payyanadan & Angell, 2022) 
was implemented on the NDS data to evaluate the prevalence 

of VMPE across full trips, identify predictors of VMPE onset, 
and determine driver types and contexts based on VMPE. 

2. Method 
The NDS data used for the analysis in this study was 

collected by the University of Michigan Transportation 
Research Institute (UMTRI) and Collaborative Safety 
Research Center (CSRC). The dataset represents three weeks 
of driving and 557 trips taken by 44 drivers in 2018-19. Full 
trips were video-coded by UMTRI and validated (Molnar et 
al., 2021). 

2.1 Driver demographics and psychosocial factors  
The participant sample comprised of 15 younger (18-

25 yrs.), 14 middle-aged (35-55 yrs.), and 15 older (65+ yrs.) 
drivers. Drivers completed seven surveys (Table 1). 

Table 1: List of surveys 

Survey Total survey 
items Example 

Demographics 8 age range, gender 

Driving history 9 miles 
driven/week 

Driving behavior 
questionnaire 3 Lapses, errors 

Risky behavior 
engagement 4 Seatbelt use 

Psychological well-
being 10 Anger, anxiety 
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Big five personality 
traits 5 Agreeableness 

Theory of Planned 
Behavior (TPB) 11 Attitudes, norms 

2.2 Driving kinematics and context 
Each of the 44 driver’s personal vehicles were 

instrumented with a data acquisition system (DAS) and 
Mobileye (ME) system, consisting of a driver-facing and 
outward facing camera. See Table 3 in Appendix A for list of 
driving kinematics recorded by the DAS, and the derived and 
time-lagged kinematics variables used for the analyses. See 
Table 4 in Appendix A for list of driving context variables 
recorded by ME, and the derived and time-lagged driving 
context variables used for the analyses. 

2.3 Visual-manual phone engagement (VMPE) 
Full trips were video-coded for six types of phone 

activities: reaching/answering, talking/listening, hand-held 
texting/ browsing, dialing hand-held, holding, and other. For 
this study, the analyses focused specifically on VMPE 
activities: hand-held texting/ browsing, and dialing hand-held. 

2.4 Comprehensive Driver Profile (CDP) analytical 
framework 

The CDP framework involves: (a) conducting 
principal component analysis (PCA) to generate complex 
features representing interactions within driving behaviors, 
driving contexts, driver demographics, and driver 
psychosocial factors; (b) Random Forest (RF) algorithm for 
feature selection, prediction, and effect size extraction; and (c) 
k-means clustering for identifying types of drivers and 
driving contexts. 

The CDP framework was implemented as follows. 
The PCA outcomes, in conjunction with raw and derived data, 
produced a total of 241 variables representing driving 
kinematics, driving context, driver characteristics, and 
psychosocial factors. Subsequently, all 241 variables were 
incorporated into the RF modelling to predict VMPE onset. 
Significant predictors of VMPE onset were then used to 
perform k-means clustering to identify types of drivers and 
driving contexts based on VMPE. 

3. Results 

3.1 VMPE across drivers and full trips 
A total of 1,053 VMPE onsets were initiated by 44 

drivers over a three-week period. Table 2 shows VMPE 
distribution by age group. Younger drivers exhibited a 25 
percent higher rate of VMPE onsets/hour of driving 
compared to middle-aged drivers. Older drivers demonstrated 
the lowest rate. 

Table 2: VMPE by age group 

Age group 
(yrs.)  

Total 
VMPE  

Total trip 
time (mins) 

Number of VMPE 
onsets/hr of driving 

18-25 437  4,714 5.6 
35-55 558  8,017 4.2 
65+ 58  5,818 0.6 

3.2 Predictors of VMPE onset 
The RF prediction model achieved an AUC of 0.76 in 

predicting VMPE onset, reflecting good discriminatory 
power. See Table 5 in Appendix A for prediction model 
outcomes. The results (Table 5) indicate four categories of 
VMPE predictors:  
- Situations related to traffic  
- Time of travel (Tot) on certain roads  
- Positive attitudes, injunctive norms, and perceived 

behavioural control toward risk  
- Willingness and intent to engage in risky behavior 

Among the traffic-related situations, low % of trip 
spent idling had the highest RF variable importance, 
increasing the likelihood of VMPE by 20 percent. This could 
be attributed to drivers allocating most of their attention to the 
driving task thus far into the trip, and subsequently seeking a 
diversion upon encountering a period of idling. The 
substantial RF prediction variable importance of idling 
suggests that VMPE onset is primarily influenced by driving 
contexts associated with traffic situations. However, the 
relatively modest effect size of idling (20%) on the increase 
in VMPE suggests that while idling alone may not be the sole 
determinant of VMPE, it may serve as a significant 
situational trigger for certain drivers. 

The two predictors that relate to Tot on certain roads, 
morning drives on secondary, residential roads with little to 
no traffic

pc
 and morning trip start time both involved morning 

drives. This suggests that VMPE is most likely to occur 
during early morning trips, especially on secondary and 
residential roads, and when traffic is sparse. 

The interaction effects emerged as the strongest 
predictors of VMPE onset. Specifically, drivers with positive 
attitudes, high injunctive norms, and high perceived 
behavioural control toward speeding, phone use, and NDRTs 
exhibited the highest effect size (> 50%) on the increase in 
VMPE. This suggests that drivers with more positive 
disposition toward speeding, phone use, and NDRT 
engagement have a higher likelihood of conducting VMPE 
when in traffic, during early morning drives, and while idling, 
compared to other drivers. 

3.3 Driver types based on their VMPE and the contexts 
in which they occur 

Clustering identified six driver types and four driving 
contexts associated with VMPE (Fig 1.). Among driver types, 
clusters 5 and 2 exhibited similar VMPE distribution, but 
differed in demographic composition (cluster 5, 60% females; 
cluster 2, 62% males). These two clusters represented drivers 
characterized as Consistent Context-independent VM Phone 
Engagers because they had the highest rate of VMPE, were 
relatively younger, and conducted VMPE regardless of 
context. 

Drivers in clusters 1 and 3 represented Selective 
Context-dependent VM Phone Engagers. These drivers 
primarily differed in demographic composition (cluster 1, 75% 
males; cluster 3, 55% females) and typically engaged in 
VMPE only in specific contexts. While cluster 1 drivers 
mainly conducted VMPE during idling and high traffic  
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congestion; cluster 3 drivers mainly conducted VMPE during 
evening trips with low idling periods. Drivers in clusters 4 
and 6 rarely conducted VMPE, and were classified as 
Minimal VMPE Drivers. 

4. Discussion and conclusion 
These findings highlight the interplay between driving 

context and the driver’s psychosocial factors in influencing 
VMPE. They emphasize the importance of considering 
individual driver characteristics when designing interventions 
aimed at reducing VMPE. 
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Fig. 1. Types of drivers and driving context. Percentages in each cell represents the VMPE percent change from the 
average VMPE rate for the driver and context cluster 

 

 
 
 
 
 
 
 
 

Fig. 1.  Types of drivers and driving contexts based on VMPE.. Cell entries represent deviation from the mean. 
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Appendix A  

Table 3: List of raw, derived, lagged driving kinematics 
variables 

Variables Unit of 
measure Variable description 

Raw variables 
Trip start time csec Time when DAS turned on* 

Trip end time csec Time when DAS turned off* 

Trip distanceL miles Distance travelled during a 
trip 

Current 
speedL m/sec Vehicle speed from 

transmission 

Derived variables 
Total trips Count  Total number of trips driven 

Total trip time sec 
Total time from when the 
DAS turned on to when it 
turned off for a trip 

Driving time 
thus far into 
tripL 

Percent Total duration of time lapsed 
in the trip since trip start time 

Distance 
travelled thus 
far into tripL 

Percent Total distance covered in the 
trip since trip start time 

Idling 
durationL sec 

Periods of time 5 secs after 
trip start time where the 
vehicle speed is < 1 mph 

Idling 
frequencyL Count Total number of idling 

events 

Idling thus far 
into tripL Percent 

Total duration of time 
already spent idling at any 
given time in the trip 

*DAS on and DAS off reflects the time in centiseconds 
(csecs) when the ignition was turned on and off, 
respectively. 
L reflects variables that were lagged by 2 secs, 4 sec, and 
6 secs. 

 

Table 4: List of raw, derived, lagged driving context 
variables 

Variables Unit of 
measure Variable description 

Raw variables 

Road typeL Values 
0-13 

Road segments map-matched 
to Open Source Mapping 
(OSM): motorway, trunk, 
motorway link, primary, 
tertiary, secondary, residential, 
trunk link, tertiary link, 
primary link, secondary link, 
none, unknown 

Posted speed 
limitL m/sec 

Way attribute in Open Source 
Mapping (not populated for 
every roadway) 

Target ID Values 
0-9 

Unique ID assigned to each 
object tracked by the ME 

system in the driving 
environment  

Target typeL Values 
0-4 

Identification of the type of 
object being tracked by the 
ME system: car (0), truck (1), 
motorcycle (2), bicycle (3), 
pedestrian (4) 

Target status Values 
0-6 

Identification of the status of 
the object being tracked by the 
ME system: undefined (0), 
standing (1), stopped (2), 
moving (3), oncoming (4), 
parked (5), unused (6) 

Closest-in-
path 
VehicleL 
(CIPV) 

Count 

Time when the current 
headway of the preceding 
vehicles in the driver’s lane 
and adjacent lane is too short 
to be safe where the host speed 
must be between 2.2 and 45 
m/s (~5 and ~100 mph) 

Range rate m/sec 

Relative longitudinal velocity 
of each object tracked by the 
ME system in the driving 
environment 

Derived variables 
Total trips Count  Total number of trips driven 

Traffic 
densityL Count 

Total number of targets 
(moving, standing, and 
stopped cars and trucks) in 
the driving environment at 
any given moment in time. 

Average 
surrounding 
vehicle 
speedL (svs) 

m/ sec 

Velocity or rate of movement 
of the moving vehicles (0, 1, 
2, …, n) in the immediate 
vicinity of the subject vehicle 
(sv). 

Distance 
travelled 
thus far into 
tripL 

Percent Total distance covered in the 
trip since trip start time 

Idling 
durationL sec 

Periods of time 5 secs after 
trip start time where the 
vehicle speed is < 1 mph 

Idling 
frequencyL Count Total number of idling events 

Idling thus 
far into tripL Percent 

Total duration of time already 
spent idling at any given time 
in the trip 

L reflects variables that were lagged by 2 secs, 4 sec, and 
6 secs. 
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Table 5: Predictors of VMPE onset 

 Main Effects 

Features Importance 
scores Effect size 

% Effect 
(relative to mean 

overall VMPE onset) 
Directionality 

% of trip spent idling 
6 seconds ago 1 0.373 20.1% - 

Attitude, injunctive norms, and perceived 
behavioural control toward NDRT engagement 

pc 
(TPB NDRT) 

0.77 0.074 12.4% + 

Morning drives on secondary, residential roads 
with little to no traffic 

pc  
0.71 0.116 13.5% + 

Speeding is safe, pleasant, high perceived 
susceptibility to be pulled over speeding, others 
do not think it is okay to speed 

pc 
(TPB Speeding) 

0.70 1.106 56% + 

Attitude, injunctive norms, and perceived 
behavioural control toward phone engagement 

pc 
(TPB Phone) 

0.54 0.727 35.3% + 

Sensation seeking, self-esteem 
pc 

(TPB 
Psychosocial) 

0.52 0.127 20.5% - 

Morning trip start time 0.40 0.303 17.2% + 
Intend to speed, low past speeding behavior

pc 
(TPB Speeding) 

0.39 0.010 3.6% . 

Surrounding vehicle speed (stopped) 
12 seconds ago

 0.36 0.877 42.1% + 
Sensation seeking, self-efficacy 

pc 
(TPB 

Psychosocial) 
0.32 0.356 15.8% - 

 Interaction Effects 

Interacting features Effect size 
% Interaction effect 

(relative to mean 
VMPE onset) 

Directionality 

Speeding is safe, 
pleasant, high perceived 
susceptibility to be 
pulled over speeding, 
others do not think it is 
okay to speed pc (TPB 
Speeding) 
 

Surrounding vehicle speed (stopped) 
12 seconds ago 

0.874 66.8% ++ 

Attitude, injunctive norms, and 
perceived behavioural control toward 
phone engagement pc (TPB Phone) 

0.724 60.5% ++ 

% of trip spent idling 6 seconds ago 0.373 56.7% +- 
Sensation seeking, self-efficacy pc 
(TPB Psychosocial) 

0.342 54.7% +- 

Attitude, injunctive norms, and 
perceived behavioural control toward 
NDRT engagement pc (TPB NDRT) 

0.075 52.8% ++ 

Morning trip start time 1.106 52.8% ++ 
Sensation seeking, self-esteem pc 
(TPB Psychosocial) 

0.127 52.3% +- 

Morning drives on secondary, 
residential roads with little to no 
traffic pc  

0.115 52.0% ++ 

Surrounding vehicle 
speed (stopped) 12 seconds 

ago 
 

Attitude, injunctive norms, and 
perceived behavioural control toward 
phone engagement pc (TPB Phone) 

0.876 49.8% ++ 

% of trip spent idling 6 seconds ago 0.375 43.5% +- 
pc represents the principal components outputted by the PCA in the CDP framework. Principal component variables 
represent linear combinations of the driving kinematics, driving contexts, driver characteristics, and psychosocial 
features. 
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2Örebro University, Sweden
Email: ∗vasiliki.kondyli@uj.edu.pl

Failure in change detection in the surrounding environment while driving is attributed among other

things to the number of incidents and the density of them occurring along the task as this is directly

related to an increase in cognitive load. Here, we investigate the role of time proximity between events

on the detection performance during a naturalistic driving task in a virtual simulation. Participants

performed a change detection task while driving, in which we systematically manipulated the time

difference between changes and we analysed the effect on detection performance by the driver.

Our research demonstrates that events occurring simultaneously deteriorate detection performance

(in terms of detection rate, and detection time), while performance improves as the temporal gap

increases. Moreover, the outcomes suggest that the duration of an event affects the detection of the

following one, with better performance recorded for very short or very long duration events and worse

for medium duration events between (5-10 sec). These outcomes are crucial for driving assistance

and training, considering the detection of safety-critical events or efficient attentional disengagement

on time from irrelevant targets.

1 Temporal proximity & event perception

Driving is a continuous task that requires a
combination of cognitive processes among which
is high-level visual processing in order to navi-
gate, keep situation awareness, and track mov-
ing objects and relevant changes. Failure in de-
tecting changes in the surrounding environment
can be attributed to environmental complexity,
the relevance of the event to the task, the char-
acteristics of targets, as well as the temporal
proximity between events. Temporal proximity
between events is connected to temporal load
and can lead to compromised perception along
a continuous everyday task.
A growing body of research suggests that fine-
grained event perception can be insensitive
to brief temporal disturbances, meaning that
events occurring with temporal delays of mil-
liseconds up to a few seconds might be treated
by many parts of the visual-cognitive systems
as equivalent and so rapid succession of events
leads to an almost universal degradation of
detection performance. Specifically, according
to research on dual-task interference (Pashler
1994; Raymond, Shapiro, and Arnell 1992),
when two targets are presented in a time win-
dow of less than 100 msec, humans fail to en-
code the stimuli as two separate events Shal-
lice 1964; VanRullen and Koch 2003, and simi-
larly at temporal proximity of 100-500 msec, ob-

servers failed to report which stimulus was the
first or second to appear, an effect known as the
attentional blink (Sheppard et al. 2002; Ray-
mond, Shapiro, and Arnell 1992). Additionally,
event segmentation theory (Zacks et al. 2007),
suggests that temporal sequence between short
events in a several-seconds window may be rep-
resented by default and can be immediately per-
ceived (James 1982). As confirmed by Pöppel
2009 and Fairhall, Albi, and Melcher 2014, con-
scious activities are integrated within 2-3 sec-
onds windows, however, the task is getting more
difficult in longer time windows. The effect of
time proximity on event perception along the
time window of a few seconds has not been thor-
oughly tested, leaving open questions on event
perception, working memory capabilities, and
the role of attentional blink as a cognitive strat-
egy rather than a resource limitation (Wyble,
Bowman, and Nieuwenstein 2009).
In the present study, we explore the hypothesis
that temporal proximity between events affects
detection performance and leads to adjustments
in gaze behaviour along the course of events.
Using the change detection paradigm (Simons
and Levin 1998; Martens 2011; Kondyli et al.
2023), this research examines the effects of time
proximity in a change detection task designed
and embedded within a naturalistic everyday
driving experience (implemented in virtual real-
ity). Specifically, we ask: Do people miss more

1
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Figure 1: Structure of the experimental session: The horizontal line represents the timeline of the experi-
ment and each vertical line represents one change occurring at a designated time point along the timeline.
Two pairs of changes are illustrated in detail before and after the change occurs, including a behaviour
change first and an object change following.

changes when they occur close in time between
each other? What is the performance cost for
changes occurring closely after a long event?
Is there a time proximity threshold for effec-
tive detection of successive changes? We expect
that shorter time gaps will result in worse de-
tection performance for the second change and
that longer duration of one change will delay
attentional disengagement.

2 Method

In a naturalistic behavioural study in VR, par-
ticipants drove in an urban environment to-
wards a designated destination, while they were
instructed to detect changes in the behaviour of
agents or changes in objects of their surround-
ing environment. The 72 changes were equally
distributed in 36 pairs, in which a behaviour
change is encountered first and an object change
follows. We systematically manipulate the tem-
poral proximity between the changes, ranging
between 0 to 8 seconds (time gap of 0, 1, 2, 6,
or 8 sec), and the duration of a change between
1 and 25 seconds (Fig. 1).
The selection of time gaps was based on previ-
ous studies on attentional blink, perceived du-
ration, and event boundaries, suggesting that
people need approximately 180-240 msec to de-

tect visual stimuli and perceive duration (Jain
et al. 2015; Efron 1970), more than 500 msec to
distinguish between stimulus (Sheppard et al.
2002; Raymond, Shapiro, and Arnell 1992), 2-
3 sec to integrate an activity or event (Zacks
and Tversky 2001; Swallow, Kemp, and Can-
dan Simsek 2018). As the literature provides
different perspectives on the time gaps that af-
fect perception, we combine the different per-
spectives and define accordingly the test levels
between a minimum, at 0 sec, and a maximum,
at 8 sec. Therefore, this range of time gaps
makes it possible to test the previous theories
on the amount of time needed to register and
detect high-level events.
Considering the nature of the changes, we take
the diversity of typical driving events into con-
sideration and provide a number of interactive
scenarios as the change detection task involving
different agents (e.g., pedestrians, cyclists, kids,
teenagers, older adults, people in wheelchairs)
and street objects (e.g., parked cars, bus stops,
sings). We recruited 80 participants (between
17-45 years old) who completed the task in
45-50 minutes. We collected multimodal be-
havioural data including gaze, head movements,
and driving behaviour as well as detection per-
formance analysis (detection rate and detection
time) for the specific changes detection task.

2
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Figure 2: Detection performance of object changes (2nd change), with respect to the time proximity from
the 1st change. All error bars are standard errors.

3 Results

We examined the detection rate and the reac-
tion time (RT) for the successfully detected ob-
ject changes in relation to the time proximity
from the behaviour changes. Time proximity
serves as an independent variable (predictor)
with five levels, where the time gap between the
changes is one of 0, 1, 2, 6, 8 sec. A one-way
between-participants ANOVA reveals a signifi-
cant effect of time proximity on the change de-
tection for all levels, F(5, 474) = 14.286, p<.001,
with participants performing significantly worse
when two changes happened simultaneously.
One-way ANOVA of RTs for the subset of
changes that were detected (on average 36.6%
of all object changes), showed a significant effect
of time proximity on RT, F(5, 926) = 4.440, p =
.001, d =. Participants were significantly slower
at detecting an object change that happened at
the same time as a behaviour change (0 sec level,
M = 1.63, SE = 0.91) than in the case where
there was a time gap of 1 to 8 sec between the
two changes (Fig. 2b).
Overall, the results of detection performance, as
well as the RT, suggest that detection perfor-
mance for the second change was significantly
compromised when this change was performed
simultaneously (time proximity of 0 sec) to a
behaviour change, with a probability of 24.8%
to be detected, and an average RT of 1.633 sec.
For the rest of the groups of time proximity,

a recovering trend was observed, with the best
performance recorded in the condition of 2 sec
time proximity (with a probability of 43.8% to
detect the change in an average of 1.306 sec).
Moreover, we analysed the duration of all be-
haviour changes among participants and we
summarised the average time for each event.
The 36 behaviour changes were experienced
as events of 1 sec to 25 sec. We group the
changes with respect to duration in three groups
(short, medium, long). The detection analy-
sis shows that medium-duration events interfere
more with the detection of the following change
than short and long events (Fig. 3). This re-
sult indicates that short and long events are re-
lated to more efficient coordination of attention,
meaning that people disengage their attention
on time, which allows for new targets be be de-
tected.

4 Discussion

The study reveals that time proximity between
events matters for efficiently perceiving them,
and that the duration of an event affects the
perception of the following one. Surprisingly,
the duration of an event also matters as engag-
ing attention for a longer time to an event may
lead to disruptions in the detection of the fol-
lowing event. Examining these results from the
viewpoint of perceptual load theory (Lavie and
De Fockert 2003), we suggest that close time
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Figure 3: Analysis of the average duration of a behaviour change and its effect on detecting the following

object change.

proximity between events may increase cogni-
tive load, leading to disruptions in the efficient
detection of changes. The low detection per-
formance for changes that happen at the same
time indicates the perceptual and sensory lim-
itations of humans, however, the performance
radically improves with an additional second
between events. Further work will be necessary
to identify the threshold of time gaps required
for better detection performance and if perfor-
mance can reach a plateau. Additionally, the
analysis of event duration in relation to perfor-
mance shows the importance of attentional dis-
engagement from a target on time in order for
people to have available attentional resources
required for the upcoming targets along a con-
tinuous task.
Knowledge about the limitations and capabil-
ities of human high-level visual processing in
driving is crucial for driver’s assistance systems
as well as for training. For example, training for
professional drivers should include monitoring
and assessing changes in the behaviour of other
vulnerable road users (e.g., kids, older adults),
anticipating crossing behaviours in busy urban
areas, responding to rapid changes of events,
and keeping situation awareness in highly dy-
namic urban environments, monitoring blind
spots, etc.
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This research examines driver secondary task engagement while using Level 2 vehicle automation through a hybrid 
controlled-naturalistic study spanning 6-8 weeks. Consistent with instructions, drivers used automation over 70% of 
the time. System warnings increased over time, suggesting complacency. The study also examined fatigue, arousal, and 
secondary tasks. Results highlight the importance of a strong control conditions in naturalistic research. 

 

1. Introduction 

Automated vehicles (AVs) have the potential to 
significantly reduce traffic fatalities by addressing human 
error (Iden & Shappell, 2006). However, the passive 
monitoring role required by Level 2 (L2) systems, such as 
Adaptive Cruise Control and Lane Keep Assist, has raised 
concerns regarding increased driver disengagement and 
distraction, potentially due to the monotony of automated 
driving (SAE, 2018). This abstract synthesizes key 
findings from a study by Cooper et al. (2023), which 
investigated the impact of L2 vehicle automation on driver 
distraction and inattention. 

Cooper et al. (2023) employed a hybrid controlled-
naturalistic methodology to observe driver interactions 
with L2 automation over a 6-8 week period. The study 
examined several factors, including the influence of 
automation on driver arousal and fatigue (Matthews et al., 
2019), and the likelihood of drivers engaging in non-
driving related tasks, which could impair their ability to 
effectively monitor the system (Dunn et al., 2021). 

This abstract focuses on the findings specifically 
related to driver distraction and inattention. By 
highlighting these aspects, the aim is to contribute to the 
broader understanding of the safety implications associated 
with the deployment of AV technologies. The insights 
provided seek to inform future research and development 
efforts in this field. 

 
2. Method 

Participants (N=30, 12 females, 18 males, aged 18-
55) met eligibility criteria of a valid US driver's license, no 
recent at-fault accidents, no prior Level 2 automation 
experience, and a daily 20+ minute interstate commute. 

Video data from 6-8 weeks of naturalistic driving 
were analyzed and coded for key behaviors. Participants 
were instructed to use L2 Automation as often as they felt 
comfortable for their daily commute. This created an 
"Automation: YES" condition with two resulting 
naturalistic conditions: drivers chose to use automation 
(Automation-L2) or they chose not to use automation. See 

Figure 1 below for additional information. Note that the 
naturalistic control comparison came from days where 
participants could use automation but chose not to and the 
experimental control came from the one day each week 
when participants were told not to use automation. 

  
Figure 1. Schematic representation of the naturalistic and 
experimental control driving days representing when 
participants were allowed to use automation (Automation: 
Yes) and when they were not allowed to use automation 
(Automation: No – Experimental control). 

 
(Naturalistic Control). Additionally, participants 

were instructed not to use automation one day each week, 
with video from these segments forming the "Experimental 
Control" condition. 

Data reported in this abstract form a small subset of 
a larger effort which also included survey data (see 
Sanbonmatsu et al., 2023), and controlled on-road 
evaluations (see McDonnell et al., 2023). 

Vehicles: Five commercially available models with 
Level 2 automation were used: Tesla Model 3 (n=6 
participants), Tesla Model S (n=8), Cadillac CT6 (n=1), 
Volvo XC90 (n=9), Nissan Rogue (n=6). Participants were 
randomly assigned to one vehicle. 

Cameras: Rosco Dual-Vision XC4 cameras were 
positioned in each vehicle just under the rear-view mirror, 
these returned video of the forward road and the driver. An 
auxiliary camera recorded the vehicle state display 
(location varied by model). Data was stored on Rosco and 
Transcend SD cards. 

Video Coding: BORIS software (Friard & Gamba, 
2016) was used for frame-by-frame video analysis, 
enabling pre-specification of behaviors of interest. Results 
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were output to .csv files detailing behavior, location, and 
start/stop times. 

Procedure: Video footage was restricted to 
participants' interstate commutes and combined into daily 
files. A two-pass blinding process ensured coders were 
unaware of experimental conditions (e.g., Automation L2, 
Naturalistic Control, and Experimental Control) during 
initial behavior coding. Coders received extensive training, 
and inter-rater reliability checks were conducted on at least 
40% of videos. A comprehensive dictionary defined key 
behaviors: automation use, system warnings, driving 
demand, driver arousal (fatigue and fidgeting), and 
secondary task engagement (including modality and 
interface details). 

BORIS video coding software was used to code 
driver behaviors and generate a .csv file of observations for 
analysis. We used R to transform this data into a time-series 
format, with behaviors as columns and binary indicators 
for task state. This structure enabled flexible recombining 
and collapsing of behaviors for various analyses. Linear 
mixed-effects models (using R's lmerTest library) were 
employed to account for repeated measures and missing 
data. Participant ID and AM/PM drive were included as 
random intercepts. Session and Condition were predictor 
variables, with likelihood ratio tests and pairwise 
comparisons used to determine significance. 

 
3. Results 

Data Overview. Video data from 30 participants 
yielded 670 total videos (353 Naturalistic, 317 Baseline). 
After excluding instances of automation use on Baseline 
days (due to task misunderstanding), 291 Baseline videos 
remained. Participant availability varied across study 
weeks. Of the available videos, redundancy coding was 
high (308 double-coded, 76 triple-coded, 4 coded by 4 
individuals), with results averaged. Analysis focused on 
one coded Naturalistic day and one Experimental Control 
day per week, yielding 297 hours total. Over half of this 
(161 hours) captured Naturalistic driving, with participants 
using Level 2 automation for 25-99% of that time (124 
hours). 

Automation Usage. This research explored two 
questions about Level 2 automation usage over time: 
whether experience affected activation frequency and 
whether it influenced re-engagement time after 
disengagement. A mixed-effects model was used, with 
Week as a fixed effect, and Subject and AM/PM drives as 
random effects. Results indicated that Week did not 
significantly predict usage frequency or reengagement 
time. This suggests that participants' patterns of automation 
use, in terms of activation and re-engagement, remained 

consistent throughout the 6–8-week observation period 
(See Figure 2). 

 

 
Figure 2. Automation L2 Use over time. 
 

System Warnings and Driving Demand (See figure 
3 below). This research addressed two questions about 
Level 2 automation misuse: whether system warning 
frequency changed over time and whether automation use 
varied based on driving conditions. System warnings (due 
to insufficient steering input or lack of forward gaze) 
ranged from 0.03-1.93 per minute. A mixed-effects model 
(Week as fixed effect, Subject and AM/PM drives as 
random) revealed that warning frequency increased over 
time. This suggests drivers may become less attentive with 
increased experience. To analyze automation use in 
relation to driving demand, poor conditions (traffic, 
weather, construction, etc.) were coded. Traffic impairment 
was most common. Another mixed-effects model showed 
automation use decreased as driving demand increased 
from Low to Moderate to High. This indicates drivers were 
aware of road demands and adjusted automation use 
accordingly. 

 

 
Figure 3. System warnings over time (Left fugre) and 
Automation use by driving demand (Right figure). 
 

Secondary Task Engagement. This research 
explored how Level 2 automation affects the frequency of 
secondary task engagement (e.g., radio, texting). Results 
showed a main effect of Condition on overall task 
engagement, radio listening, and texting. Drivers engaged 
in more secondary tasks when using automation 
(Automation-L2) compared to manual driving (Naturalistic 
Control), but not compared to when automation use was 
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prohibited (Experimental Control). Texting also increased 
over the study period, primarily in the Automation-L2 
condition. 

 
4. Discussion 

The primary aim of this research was to better 
understand how the use of L2 automation affects driver 
secondary task engagement. We used a hybrid approach 
that married elements of naturalistic driving studies with a 
true experimental control condition. This structure 
facilitated a nuanced exploration of driver behavior in both 
controlled and more spontaneous driving conditions, 
focusing on patterns of automation use, response to system 
warnings, driver arousal (measured through fatigue and 
fidgeting signs), and engagement in secondary tasks. 
Findings reveal that drivers used L2 automation over 70% 
of the time during their commutes, a consistency echoing 
similar research findings and suggesting a comfortable 
reliance on these systems. Interestingly, the frequency of 
system warnings increased with time, indicating a possible 
relaxation in drivers' monitoring over the automation 
period, with usage patterns seemingly unaffected by 
varying driving demands. This observation aligns with 
previous studies indicating that drivers adjust their 
engagement with automation based on the perceived safety 
and roadway conditions. Such insights into automation 
usage and drivers' responsiveness to system warnings 
contribute significantly to understanding the operational 
dynamics of L2 automated vehicles in real-world settings. 

While an increase in secondary task engagement 
was observed, the nature and potential safety impact of 
these behaviors varied, highlighting the importance of 
context in assessing the implications of automation on 
driver distraction. These findings challenge and refine our 
understanding of how L2 automation influences driver 
behavior, offering valuable insights for the development of 
safer automated driving systems. 

 
5. Conclusions 

This abstract illustrates results from a unique hybrid 
naturalistic research design with true experimental control 
condition developed by Cooper et al., (2023). Results 
illuminate the intricate balance between driver distraction, 
inattention, and reliance on Level 2 vehicle automation. 
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Abstract: Preparatory information during driving has a significant influence on the driver's behaviour, as it supports the 
smooth execution of driving manoeuvres. However, conflicting, irrelevant information from a different sensory modality 
can significantly interfere with the initiation and execution of driving manoeuvres. To investigate how preparatory 
information and conflicting information affect the initiation and execution of driving manoeuvres, we used a lane change 
task in a simulated driving environment. Subjects were either informed in advance about the direction of a lane change 
or received no information. The target cue about when and in which direction the lane change should begin was presented 
simultaneously visually and acoustically. In one condition, the participants had to respond only to the visual target cue 
and in the other condition only to the acoustic target cue. The multimodal target information could be congruent or 
incongruent. The diffusion model for conflict tasks (DMC) was used as a theoretical framework for conflicts in information 
processing. The results showed that preparatory information helped participants to react faster and perform the lane 
change more effectively. During the multimodal presentation of the target cue, the visual cues were more effective. In 
addition, conflicting information, as predicted by the DMC, had a negative effect on reaction time and steering 
performance, especially when participant had to follow the auditory target cue. The response conflicts could not be 
compensated by preparatory information. The results are discussed in the context of the DMC. 
 

1. Introduction 
Driving requires a continuous integration of sensory 

information from the environment and the vehicle in order to 
control current actions and prepare for upcoming events. 
Digital driver assistance systems such as navigation devices, 
traffic sign recognition or lane change assistants also provide 
advanced information about the current and future driving 
situation via visual, acoustic and haptic channels. The issue 
of response preparation has been frequently addressed in 
basic research (Brunia & van Boxtel, 2000; Müller-
Gethmann et al., 2000; Requin et al., 1991). Rosenbaum 
(1980) provided the movement preparation technique, which 
aims to assess covert preparatory processes within the motor 
system. This technique has been used in many different basic 
experiments (Müller-Gethmann et al., 2000) as well as for the 
analysis of more complex rotational movements (Anson et 
al., 2000). Hofmann and colleagues used the preparation 
paradigm to investigate the effect of advanced information in 
lane change tasks (Hofmann, Rinkenauer & Gude, 2010 and 
Hofmann & Rinkenauer, 2011, 2013). Different information 
via different modalities ensures robust perception (Ernst & 
Bulthoff, 2004) and information processing as long as the 
different sources of information are congruent (Ngo & 
Spence, 2010, Green & Gierke, 1984; Cao et al, 2010; Sun, 
Y. 2016 and Lundkvist & Nykanem, 2016). However, if the 
information is contradictory (incongruent), this can lead to 
distraction or conflicts in information processing. This 
applies not only to the processing of relevant information 
aimed at achieving a goal, but also to the involuntary 
processing of irrelevant information (Morre, 2010).  

In the current study, we investigated the extent to 
which relevant and irrelevant information from different 
modalities (audio and visual) about an upcoming lane change 
manoeuvre influences driving performance and how 
preparatory information can compensate for the conflict 
between contradictory action information causing distraction. 
The theoretical framework used was the Diffusion Model of 
Conflict (DMC) by Ulrich et al., 2015, which assumes that a 
single accumulation process combines information from 
controlled and automatic processes and determines a response 
based on the combined information (see also Logan, 1980, 
Logan and Zbrodoff, 1979).  

We hypothesised that anticipatory response preparation 
would improve reaction times (RT) and steering wheel 
dynamics. In the context of DMC, it is expected that 
conflicting information will lead to longer RT and poorer 
steering performance. Furthermore, we expect that prepared 
responses are less susceptible to conflicting information than 
unprepared ones. Finally, we expect irrelevant visual 
information will interfere more with acoustic instructions 
than vice versa.  

2. Method 

2.1 Participants 
Twenty young participants with valid driving license 

(age range 20–35 years; MAge= 24.40 ± 3.27 years, MDriving 
experience = 6.10 ± 3.14 years) took part in the experiment.  
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2.2 Driving task  
The current experimental paradigm corresponds to the 

previously used pre-cuing paradigm for LCT (Hofmann, 
Rinkenauer and Gude, 2010; Hofmann and Rinkenauer, 
2013; Sharma, Kushvah and Rinkenauer, 2022). The task was 
extended to include a multimodal (visual and auditory) target 
cue (response signal). The target cues were always presented 
simultaneously, but subjects were asked to respond only to 
the instructed visual or auditory cue and to ignore the 
information of the other modality, analogous to the Stroop or 
Simon task (Lu and Proctor, 1995 and Boudreau, 2021). 
Figure 1 shows a schematic representation of the paradigm.  

2.1 Procedure 
Participants received 10 minutes of practical training 

on the task. They were instructed to keep their vehicle in the 
middle of the road and to respond to the target cue as 
accurately and as quickly as possible. The experiment was 
conducted in two consecutive sessions with a total of 360 
trials (10% of catch trials, cf. Buckolz and Rodgers, 1980). In 
one session, participants were instructed to respond to visual 
target cues only and in the other session, to acoustic target 
cues only. The order of the two sessions was counterbalanced 
across participants. Both sessions consisted of both congruent 
(when both target cues indicated the same direction of lane 
change) and incongruent (opposite) trials.  

2.2 Statistical Analysis  
Mixed-factor repeated-measures ANOVAs were 

performed to assess the effects of the within-subjects factors 
including Sensory Modality of Target cue (SMTc: Visual vs. 
Auditory), Target cue Type (TcT: Congruent vs. Incongruent), 
Preparatory cue Information (PcIn: NoCue vs. Direction) and 
Lane Change Direction (LCDi: Right vs. Left) and a between-

subjects factor of Gender (Male vs. Female) on RT and steering 
wheel angles (A1 and A2). 

3. Results 
Results showed that advance information reduced RT and 

improved steering wheel angle control of A1 and A2 [Figure 
2 (a), (b) and (c)]. Faster RTs and reduced steering wheel 
angle A1 were observed in the trials where participants were 
asked to respond according to the visual target cues [Figure 3 
(a) and (b)]. In addition, the congruent multimodal target cues 
showed shorter RTs and more effective motor control (A2) 
than incongruent target cues [Figure 4 (a) and (b)]. Thus, 
congruent multimodal target cues facilitated the lane change 
manoeuvres, whereas incongruent target cues created conflict 
and disrupted automated driving behaviour.  

Furthermore, the results provided novel insights into the 
effects of pre-cue and multimodal target cues through several 
interaction effects. First, RT remained unaffected for both 
congruent and incongruent trials when participants were asked 
to follow the visual target cues, whereas RT increased 
significantly in the incongruent condition when participants 
were asked to follow the auditory target cues [Fig.5 (a), SMTc 
X TcT: RT (visual, congruent) ≈ RT (visual, incongruent) ≈ 
RT (auditory, congruent) < RT (auditory, incongruent)]. Thus, 
conflict was mainly produced when the incongruent target 
cues were present and the auditory target cues were required 
to be followed. Such an effect was further reflected, in the 
immediate steering wheel action (A1), i.e. A1 was higher 
during the incongruent target cue presentation when 
participants followed the auditory cues [Fig.5 (b), SMTc X 
TcT: A1(auditory, congruent) < A1(auditory, incongruent)]. 
Second, providing advance preparatory driving cues helped 
participants during the response preparation overall (reduced 
RTs) and congruence of target cues contributed significantly 
[Fig.6 (a), PcIn X TcT: RT (no-cue, incongruent) > RT (no-
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cue, congruent) > RT (direction, incongruent) > RT (direction, 
congruent)].  Third, preparatory direction cues were only 
useful for male participants in improvising their steering 
wheel control (A2) [Fig.6 (b), PcIn X Gender: A2(no-cue, 
male) > A2(direction, male)]. 

Table 1 ANOVA results assessing the relationship between 
experimental main effects and LCT measures  

LCT 
Measure 

Experimental 
effects 

F P ω2 

RT PCIn 41.55 <.001 0.35 
 TcT 52.34 <.001 0.15 
 SMTc 12.65 .002 0.13 
 SMTc X TcT 41.51 <.001 0.11 
 PCIn X TcT 6.78 0.02 0.01 

A1 PCIn 31.75 0.001 0.64 
 SMTc 4.32 0.05 0.19 
 SMTc X TcT 5.64 0.03 0.24 

A2 PCIn 8.38 0.01 0.01 
 TcT 4.42 0.05 0.003 
 PCIn X Gender 4.47 0.05 0.005 
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4. Discussions and Conclusions 
In our study, we consider distraction as a cognitive 

conflict and designed our empirical investigation 
accordingly. Our preliminary results suggest that irrelevant 
congruent (incongruent) information improves (worsens) 
driving performance as expected. Preparatory information 

before a lane change helped participants to change lanes 
faster and more smoothly than without preparatory 
information. The preparation effect found is consistent with 
existing research findings (Sharma, Kushvah & Rinkenauer, 
2022; Hofmann, Rinkenauer & Gude, 2010 and Hofmann & 
Rinkenauer, 2013). Visual target cues were generally 
responded to more quickly than auditory target cues 
(Lundkvist & Nykanem, 2016). The results also show that the 
effect of response priming in congruent trials was more 
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pronounced for visual target cues than for auditory target 
cues. This could be due to the fact that only visual pre-cues 
were used. The results are generally consistent with the 
predictions of the DMC that subjects have only limited 
success in suppressing automatic processes of incongruent 
irrelevant information. However, our hypothesis that 
preparatory information could compensate for the conflict 
between contradictory action information could not be 
confirmed. This would have been expected on the basis of the 
DMC, as prepared information processing processes start 
closer to the reaction criterion than unprepared processes 
(Ulrich et al. ,2015). Informative for the DMC is the finding 
that the conflict was greatest, and had the strongest negative 
effect on the lane change manoeuvre, when the reaction to the 
auditory target stimulus was required and the visual target 
stimulus was oriented in the opposite direction, which was 
also reflected in the immediate steering wheel action (A1). 
Analysing the steering reaction dynamics beyond the 
RTanalysis provides information on how conflicts in 
information processing affect the post RT action processes 
and helps to gain a deeper understanding of the mechanisms 
of conflictual information processing while driving. 
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Abstract: Cognitive distraction due to unrelated driving thoughts (UDT) is known to be a contributory factor to road 
crashes. This presentation aims to present and compare the results of three complementary studies aiming to better 
understand the impact of different UDT on manual driving using electrophysiological data combined with behavioral 
data. The data demonstrate the practical application of Event-Related Potentials (ERPs) to disentangle the impacts of 
different UDT in the context of driving. 
 

1. Introduction 
Driving is a complex and dynamic activity requiring 

the processing of a large amount of information to assess the 
situation, anticipate its evolution, and make appropriate 
decisions, all within a significant time constraint. In this 
context, the slightest lapse of attention can impair driving 
performance with deleterious repercussions on safety. Data 
show that at least 1/3 of road accidents would be caused by a 
lack of driver attention (Qin et al., 2019).  

These attentional deficiencies may come from 
vigilance issues or activities involving visuo-motor 
distractions, which have directly observable behavioral 
markers. However, they can also be induced by internal 
distractions due to thoughts unrelated to the driving task 
(UDT), known as mind-wandering episodes. With no directly 
observable markers, these thoughts are difficult to detect 
while driving. However, they may occur frequently and they 
have been identified as a contributory factor in road accidents 
(Berthié et al., 2015). They have also been associated with an 
increased likelihood of being at fault in road accidents 
(Galéra et al., 2012; Lagarde et al., 2004). Thus, although the 
drivers’ gaze is focused on the road, it seems that they are less 
able to process information and react appropriately when 
certain thoughts interfere with their driving activity. 

If mind-wandering is often used as a generic term 
referring to a large spectrum of thoughts, these thoughts may 
be classified further.  Three main types may be distinguished: 
1) spontaneous thoughts, 2) obsessive thoughts and 
ruminations, and 3) goal-directed thoughts (Fox & Christoff, 
2018). Spontaneous thoughts are generally unfocused with 
transitions and associations that can be perceived as random. 
The obsessive thoughts and ruminations may be defined as 
recurrent, persistent, and unintentional thoughts that persist in 
a continuous loop in a person's mind. The ruminations are 
considered distinct from spontaneous thoughts because of 
their strong focus on precise content and are often linked to a 
negative mood like sadness or anger, with very limited 
vagrancy of thoughts. Goal-directed thoughts, or serious 
thoughts, can also be separated from so-called spontaneous 
thoughts as they respond to a conscious need from the 
individual and are therefore perceived as intentional. 

In this paper, a synthesis of 3 individual studies, 
realized in our laboratory is presented, each one aiming to 

better understand the impact of one of these 3 kinds of UDT 
on driving behavior and information processing using 
electrophysiological data.  These studies have been firstly 
published separately (study 1: Bueno et al., 2013; Study 2: 
Techer et al., 2017; Study 3: Pepin et al., 2020). 

2. Method 

2.1 Participants 
Twelve healthy right-handed participants (age: 

30.6±3.8) took part in the first experiment (Bueno et al. 2013). 
Twenty-four participants (age: 32.3 ±5.5) were involved in 
the second one (Techer et al. 2017) and thirty volunteers (age: 
26.88 ± 4.1), in the third (Pepin et al.2020). They reported 
normal or corrected to normal vision, no neurologic disease, 
and no medical treatment. The research protocols followed 
The Code of Ethics of the World Medical Association. 

2.2 Driving scenario 
Participants were required to drive on a simplified 

simulator composed of a 24-inch screen, an adjustable car 
seat, a steering wheel, and three pedals. Participants were 
required to drive on a straight country road and to follow a 
motorcycle that braked regularly along the scenario. They had 
to remove their right foot from the accelerator pedal when 
they perceived the previous vehicle's brake light (target). 
Foggy conditions with no traffic were chosen specifically to 
reduce saccadic movements and to justify, to a certain extent, 
the frequent decelerations of the motorcycle presented 
pseudo-randomly from 4 to 12 sec. 

In study 1, an auditory warning could forewarn 
participants that the motorcycle was going to brake soon, in 
half of the scenarios. In study 2, the warning signal was 
always present. In study 3, no warning signal was used. 

2.3 Unrelated Driving Thoughts (UDT) 
In study 1, UDT consisted of serious thoughts induced 

by a problem-solving task: a set of three words with 
apparently no links between them was given orally (ex: 
HAPPY/BLUE/HONEY) and the participant had to find a 
fourth word linked to each one of the three words (solution: 
MOON). 

In study 2, an anger state was induced before the 
driving scenario to generate ruminations.  
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In study 3, UDT consisted of spontaneous thoughts 
reported by participants at the end of 12 2-min driving 
scenarios using a continuous scale from 0 to 100, with 0: “I 
was not focused on driving at all”, and 100: “I was perfectly 
focused on driving”.  

2.4 Measures and analysis 
The electrophysiological data were recorded using 

Biosemi ActiveTwo system (34 electrodes). Evoked 
potentials related to the visual target (leading vehicle’s brake 
light) were extracted from EEG separately for the different 
conditions (with or without warning) and according to the 
attentional state of the participant (control or UDT). Two 
components were analyzed: the visual N1 and the P3. Anova 
and t-test were performed to compare the amplitude of each 
ERP component and the RT to the visual target according to 
the condition (control/UDT). 

 

3. Results 

3.1 Study 1: Goal-directed thoughts 
A significant main effect of UDT (p<.001) indicates 

that participants reacted significantly faster in control 
condition than in UDT condition, with or without warning.  

A main effect was obtained on the amplitude of the N1 
(p<.001) and of the P3 components (p =.002). The amplitude 
of N1 and P3 was lower in the presence of UDT (−9.40 µV; 
8.07 µV, respectively) than in the control condition (−12.56 
µV; 12.25 µV, respectively) with or without warning. 

3.2 Study 2: Ruminations due to anger 
Only an impact at the level of the N1 component was 

observed: visual N1 amplitude (p<.05) was smaller during 
Anger (-7.16 µV) than in Control condition (-8.21 µV). No 
RT effect was observed.  

3.3 Study 3: Spontaneous thoughts 
 Reaction times were longer for the UDT 

(532ms±110) than for the control condition (471ms ±90). 
A significant effect of the UDT was observed on 

visual N1 amplitude, which was smaller (-4.08 µV) than in 
control condition (-4.77 µV) (p < .05) greater in the AD 
condition than for the MW The analysis also revealed a 
significant effect of the UDT on P3 amplitude, which was 
smaller (3.21 µV) than in the control condition (4.07 µV) 
(p<.01). 

4. Discussion 
 
The main results show the same impact of UDT 

induced by goal-directed thoughts (with or without warning) 
or by spontaneous thoughts (without warning) on the 
processing of visually driving relevant information, at the 
behavioral and neurophysiological levels. Concerning the 
neurophysiological data, the impact occurs at the perceptual 
level as well as the cognitive level. 

However, the impact of ruminations induced by anger 
is slightly different with no impact on the RT, and only an 
impact at the perceptual level at the neurophysiological level. 

A reduction of the visual N1 amplitude may be due to 
a reduction of the attention allocated to the sensorial 
processing of braking lights through an attenuation of 
sensorial sensitivity. This phenomenon is commonly reported 
in electrophysiological studies of MW (for a review see Kam 
et al., 2022). The absence of impact at the behavioral level in 
the anger condition may be due to an increase in arousal 
counteracting the impact of the UDT. 

These combined results illustrate how the attentional 
deficiencies related to unrelated driving thoughts may be due 
to specific mental states issued from the interactions of 
several factors and resulting in a certain cognitive workload 
as well as a certain arousal. The levels of each interact to 
explain the behavior in the primary task (Dehais et al., 2020). 
Other factors able to impact mental state (i.e. fatigue, 
personality traits, environment, primary task demand…) than 
those observed here should be considered to understand how 
different aspects of the mental state may differently impact 
the allocation of attentional resources.  

The use of other complementary physiological 
measures could also complement this knowledge to be able to 
disentangle the different mental states and their consequences 
on attentional processes (Nilsson et al., 2022). 

5. Conclusions 
These results contribute to the understanding of the 

deleterious effects of different kinds of UDT. These data 
could prove valuable for another burgeoning research field 
closely tied to automation: the monitoring of mental states. 
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Abstract: European NCAP protocols for Occupant Status Monitoring (OSM) recognise the potential role for Driver  
Monitoring Systems (DMS) in crash avoidance. This paper provides a framework that expands the potential application 
of DMS to crash avoidance and crash protection phases of the Integrated Safety Chain (ISC). We apply the Field of Safe 
Travel (FoST) to represent the perceived safe pathways through a typical intersection crash scenario. Driver inattention 
is a common reason these crashes occur, and this can now be assessed in real-time, to at least a large extent, through the 
increasing deployment of OSM. Research addressing schema theory, driver expectancy and attentional cueing is used to 
develop HMI principles that should more effectively re-orient driver attention to emerging threats in the environment. 
Representing through FoST, OSM enables the dynamic representation of a driver’s perception of risk. Integrating this 
with objective risk from the external vehicle sensors presents opportunities for enhanced crash avoidance through 
tailoring of ADAS strategies around functional adaption and suppression – improving both safety and driver experience. 
 

1. Introduction 
The importance of keeping eyes on the road, being 

alert and engaged in the driving task are well established 
ingredients of safe driving. Direct occupant monitoring, via 
interior camera(s), is a promising approach for capturing 
driver attention and state in real-time. There is demonstrated 
safety benefit in real-world fleets (Fitzharris et al., 2017), and 
it is the focus European NCAP protocols for Occupant Status 
Monitoring (OSM; Fredriksson et al., 2021). 

While OSM achieves safety benefits by detecting 
driver inattention and provides an alert, we believe the 
perceptual and attentional underpinnings are more nuanced 
and that the opportunities to deliver stronger outcomes are 
significant. Here we integrate a long-standing concept, the 
Field of Safe Travel (FoST: Gibson & Crooks, 1938), with 
human factors research in attention and cueing and safety 
research on crash avoidance and crash protection. A 
framework is proposed that expands the reach for integrated 
OSM and ADAS approaches to reduce road injury and 
increase driver acceptance. 

2. FoST applied to intersection crashes involving 
driver inattention 

The FoST is a means to illustrate a driver’s perception 
of the field of possible paths that a vehicle may take 
unimpeded and the minimum stopping distance (Gibson & 
Crooks, 1938). It represents the driver’s perceived safety 
space or buffer, and thus guides their control of the vehicle.  
The FoST is highly dynamic, includes the driver’s predictive 
estimations on how a traffic scene will evolve, and remains 
the subject of current research and application (e.g., Kolekar 
Kolekar, de Winter & Abbink, 2020; Papakostopoulos, 
Marmaras & Nathanael, 2017). 

 
 
To illustrate, a driver (A) might not take account of 

Vehicle E emerging from the side road in their FoST, because 
they are focused on passing Vehicle B (Fig 1). If the FoST is 
breached in this way and a crash occurs, is it likely the driver 
did not perceive (or recognise) the potential threat and/or not 
interpret the actual risk appropriately (e.g., Beanland et al., 
2013; Fitzharris et al., 2022); in other words, their perceived 
FoST (and consequent driving decisions) did not match the 
actual situation. Our focus here is on scenarios where a more 
effective driver response could have prevented the crash (or 
at least reduced its severity). If viewed as driver inattention, 
a simplistic view is simply to warn the driver. However, there 
are nuances here that must be addressed to realise the 
significant injury reductions anticipated with safety systems 
including OSM. 

The driver schema may not be directing their attention 
to the right areas in the road environment to detect potential 
threats (they may not see it), or they may perceive the threat 
but react too slowly because they did not expect to see this 
type of behaviour, which is again related to their schema 
(Neisser, 1976). Schema theory accounts for the role of 
experience and expectation and how this drives exploration 
of the environment and what is perceived. The driver may be 
directing attention off road (Fig 1, scenario 2) and therefore 
not attending to the appropriate environmental cues, or may 
ostensibly be visually attentive (Fig 1, scenario 1) but their 
information processing has resulted in an inappropriate FoST.  

The question then becomes: if we know where visual 
attention is directed in real-time, what opportunities does this 
afford to enhance safety and the driver experience? Analysis 
of the safety chain models reveals points of intervention and 
opportunities for active and passive safety countermeasures.  
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Fig. 1.  FoST illustration for a driver approaching an 
intersection. Assumes left-hand drive. Vehicle A represents 
ego vehicle. Driver attention can be directed straight ahead 
(scenario 1) or off-road to the right (scenario 2). 

3. The Integrated Safety Chain (ISC) and 
opportunities for intervention 

The ISC, initially described by Tingvall (2008) and 
adopted by others (e.g., Lie 2012; Rizzi 2008), was expanded 
by Fitzharris et al. (2022a, b). Describing crash phases, it is 
used to identify countermeasure intervention points, for 
example, to address impaired driving (Fitzharris et al., 2022b; 
Lie et al., 2024).  

A focus here is on Normal Driving where a vehicle is 
controlled in a manner that is appropriate to the conditions 
and results in a safe journey. As the driver moves from 
Deviations from Normal Driving through to the Critical 
Situation (Fig 2, phases 3-5), opportunities exist to re-orient 
driver attention to avoid the crash (Fitzharris et al., 2023). 
Warning signals that prime the driver and re-orient attention 
more rapidly will elicit more efficient responses. The use of 
directional cues within warning systems and, ideally, 
presentation of warnings in the same spatial location, along 
with multi-modal cues, are key ingredients to enhance road 
user expectancy (Ho & Spence, 2005; Ho et al., 2006; Posner, 
Snyder, & Davidson, 1980; Salmon et al., 2014).  

For example, in scenario 1 (Fig 1) a potentially longer 
warning threshold could be used given the driver's attention 

is already oriented on-road (see Table 1). An informative 
visual warning from the instrument cluster or HUD would 
align with direction of attention, although auditory cues may 
have a secondary role. An earlier warning could be presented 
to the driver in scenario 2 given the additional time required 
to re-orient attention to the forward roadway. A visual alert in 
the cluster may not be within the driver’s field of view 
therefore an auditory warning, or haptic cues including low-
G braking will likely be more effective in capturing attention. 

 

Table 1. Key elements of and potential tailoring options for 
the HMI warning. Reference is made to phases in the ISC 
(Fig 2) and visual attention scenarios 1 & 2 (Fig 1). 

 
Timing Modality Location 

Scenario 1  
(eyes on 
road)  

Phase 4. 
Opportunity for 
delayed warning 
onset aligned 
with emerging 
situation, 
followed by 
escalation  

Visual  Cluster or 
HUD   

Scenario 2  
(eyes off 
road)  

Earlier warning 
in the emerging 
situation (phase 
3), steep 
escalation in 
warning 
intensity (phase 
4)  

Auditory or 
haptic  

Use spatial cues 
for faster re-
orientation of 
attention to the 
road 

4. Discussion 
Driver schema direct attention to objects perceived as 

salient in the environment, mapped by the FoST. With driver 
attention able to be measured in real-time through OSM and 
vehicle sensors mapping the external environment in real-
time, bringing these two together enables driver-vehicle 
collaboration to really evolve through smarter ADAS that 
affords new functional adaptation and suppression strategies. 
As OSM approaches typically capture visual attention and not 
cognitive distractions, at this stage, the importance of the core 
ADAS suite of external sensing technologies remains; indeed, 
there is an opportunity to build upon them for safer travel. 
By means of example, FCW is typically developed under the 
assumption that the driver is (visually) distracted, hence 
embedding driver state into the function could be highly 
beneficial. If a driver is looking left, and a vehicle approaches 
from the right (Fig 1, scenario 2), a higher sensitivity could 
be used that incorporates directional cues to more rapidly re-
direct attention to the right (functional adaptation). 
Conversely, if a driver is already focussed on the forward 
roadway, or there are no threats and the FoST is large, there 
may be opportunities to delay or suppress warnings in some 
circumstances (Fig 1, scenario 1). Theoretically a greater 
proportion of critical warnings would be issued when drivers 
need them and fewer when they do not. Supporting a good 
driver experience with respect to expectations of OSM 
performance, including false detection rates, is critical to 
achieve the driver acceptance and engagement necessary to 
deliver the desired safety outcomes. 
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Fig. 2.  Integrated safety chain (Fitzharris et al., 2022a) 

Examining driver behaviour in the ways outlined here 
confirms current policy decisions by Euro NCAP. Greater 
reward is given to OSM implementations that seek to avoid a 
crash through provision of a safety intervention, rather than a 
warning only. This provides intervention opportunities as the 
deviation from normal driving becomes critical. OSM 
strategies that leverage functional adaptation and suppression 
strategies are key here.  

Further opportunities to strengthen crash avoidance 
through management of other behaviours that draw attention 
off road (e.g., passenger interactions, being out of position, 
etc) exist. Activation of reversible passive protection, for 
example electric seatbelt pretensioners with increasing pull 
force levels to increase safety whilst acting as a haptic 
warning is another promising direction. Knowledge of 
occupant position and size from OSM systems could also be 
used in future to adapt the deployment of airbag systems. 

5. Conclusions 
Integrating driver perception of risk through their 

FoST with objective risk presents a significant road safety 
opportunity, even more so with assisted driving where 
disparity between perceived and actual risk may be greater 
(de Winter et al. 2023). OSM approaches enable real-time 
assessment of driver attention that can be mapped against the 
external threats mapped by vehicle sensors, the outputs of 
which can be used to tailor ADAS strategies around 
functional adaption and suppression. Leveraging principles of 
attentional capture and expectancy provide new opportunities 
to increase driver acceptance and realise greater safety gains.  
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Abstract: This study investigates the impact of Mind Wandering (MW) on physiological measurements during simulated 
delegated driving. Participants were asked to supervise the driving environment during the 20-minute driving delegation 
session. Every 60 to 120 seconds, participants had to report whether their attention was focused on the supervision task 
or on internal thoughts (MW). They declared their focus 11 times, with the minute before each response categorized as 
"mind-wandering" or "focus on the task.". Results demonstrate a significant effect of MW on respiratory and 
electrodermal indicators, with individuals in the MW group exhibiting reduced sighing and phasic electrodermal 
responses compared to those in the task-focused (monitoring the driving environment) group. These findings suggest a 
decrease in task engagement during MW, consistent with literature associating MW with tasks requiring minimal 
engagement. Findings highlight the importance of considering various physiological indicators to detect mind-wandering 
episodes. However, the reliability of these indicators in manual driving contexts warrants further investigation. 
 
 

1. Introduction 
According to Singh (2015), 90% of road accidents are 

due to human error, which can be caused by degraded states 
of driver attention. While research has uncovered a specific 
signature of visual distraction (e.g., glances off the road), this 
is not the case for inattention, which is said to be the 3rd factor 
in freeway accidents responsible for 13% of fatal accidents in 
France (ONISR, 2022). Furthermore, according to Galera et 
al. (2012), wandering thoughts increase the risk of being 
responsible for or involved in an accident (Lagarde et al., 
2004), or even engaging in risky driving (Lemercier et al., 
2014; Yanko & Spalek, 2014). Mind wandering (MW) is a 
spontaneous state corresponding to a shift of thoughts related 
to a task at hand (e.g., driving) to self-generated thoughts and 
feelings (Smallwood & Schooler, 2015). Additionally, people 
who report a high propensity for MW also report more 
infractions and driving failures (Burdett et al., 2016). The 
question of detecting these states while driving (manual or 
delegated) therefore becomes crucial. 

 
In manual driving, the impact of MW has already been 

assessed using behavioral measures (lane position, speed) and 
ocular measures (blink, eye movement). To our knowledge, 
few studies have investigated the impact of MW on the 
autonomic nervous system and found its specific signature 
(Albert et al., 2022; Bortolla and Maffei, 2022; Gontier, 
2017). However, autonomic system measurements such as 
heart rate and electrodermal conductance have demonstrated 
their relevance for detecting periods of boredom (Perkins, 
1981), or for determining pilot vigilance in real-time 
(Boucsein et al., 2007). Building on this, MW has been 
associated with simple tasks requiring few resources (Randall 
et al., 2019), this type of task being associated with low 
autonomic system activity (Obrist, 1981). Given the results 
of previous studies, we can assume that thought wandering 

may be associated with low autonomic nervous system 
activity. 

This study aims to detect the presence of MW episodes 
by identifying their effects on physiological indicators. A 
main effect of MW on physiological parameters during 
autonomous driving reflecting low resource mobilization and 
engagement in the supervisory task is expected (e.g. reduced 
heart rate, tonic skin conductance level, respiratory rate).  

2. Method 

2.1 Participants 
Forty-three participants (mean age = 29.09 years, SD 

= 11.61, 27 women) took part in this study. They had to have 
at least three years' driving experience, be right-handed, and 
be aged between 21 and 45. 

2.2 Materials and Measurements 
 
The simulator comprised a Peugeot 308 cabin 

surrounded by 8 screens (220 cm high × 165 cm wide), 
providing a horizontal field of view of approximately 280° 
and a vertical field of view of around 40°. 

Physiological data, including cardiac, respiratory, and 
electrodermal signals, were collected and synchronized using 
RTMaps software. The mean heart rate (HR) and the heart 
rate variability indicator (RMSSD) were calculated. 
Additionally, respiratory rate (RR), respiratory volume, 
number of sighs, and respiratory variability (BRV) were 
computed by detecting peak inspirations on the filtered 
respiratory signal. Electrodermal response characteristics 
were calculated using MATLAB Toolbox Ledalab.  

2.3 Procedure 
Before commencing the experiment, the experimenter 

equipped the participants with the respective electrodes for 
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each tool (ECG, EDA, and EEG). Participants then engaged 
in delegated driving mode on a driving simulator. The driving 
session lasted 20 minutes, conducive to mind wandering (see 
Baldwin et al., 2017), during which participants were 
instructed to supervise the driving environment. Throughout 
the session, participants were prompted to report every 60 to 
120 seconds whether their attention was focused on the 
supervision task or not, facilitated by an auditory signal 
indicating the presentation of a questionnaire on a touch-
sensitive tablet attached to the vehicle cockpit. They were 
required to declare their attentional state 11 times during the 
experiment. The minute preceding each response could be 
labeled as either "mind-wandering" or "focus on the task 
(supervising the driving environment)".  

2.4 Analysis 
We calculated the averages for the five-minute rest for 

all physiological parameters. To account for inter-individual 
variability, we normalized all physiological data by 
subtracting the mean of the rest responses from the 60 
seconds before the onset of a questionnaire (Llabre et al., 
1991). This is a standard approach for analyzing 
physiological responses induced by a task or state change 
(e.g., Mazeres et al., 2019). To test our hypotheses regarding 
the impact of MW on physiological responses, we compared 
the periods preceding the responses of the two groups "MW" 
vs. "focus on task" as a function of questionnaire numbers. 

3. Results 
The means and standard errors of the physiological 

reactivity scores according to the drivers' attentional class (on 
task vs. mind wandering) are presented in Table 1. An 
ANOVA with thought type (mind wandering or not) and 
questionnaire number (1 to 11) as between-subjects factors 
was performed for all indicators. Planned comparisons were 
made when the interaction effect was significant or trend. 

 
Table 1 Physiological score means and standard errors 

 Focus on Task MW 
      Cardiovascular reactivity 
RMSSD -.002 (.016) -.003 (.015) 
HR  -.92 (4.49)  -.69 (4.90) 
  Respiratory reactivity 
BR 
Volume  

 1.87 (2.45) 
-.11 (.33) 

 1.54 (2.31) 
 -.14 (.36) 

Number of sighs -.08 (.55)  -.34(.76) 
BRV -134.80 (664.68)  -97.48 (625.51) 

 Electrodermal reactivity 
Amplitude   .025 (.14) .002 (.17) 
Number of SCR  -4.21 (6.83) -6.02 (7.57) 
Tonic .116 (.494) .027 (.57) 

 
Note. RMSSD and BRV are indicated in milliseconds, HR and 
BR are indicated in beats and breaths per minute respectively, 
and amplitude and tonic are indicated in microsiemens 
 

3.1 Cardiovascular reactivity 
RMSSD reactivity analyses revealed that the 

interaction effect did not reach significance, F(10, 451) = 
1.047, p = .403, η2p = .023. The main effect of questionnaire 

number and the effect of thought type were not significant, 
F(10, 451)= .467, p = .911, ηp2= .010 and F(1, 451)= .011, p 
= .916, ηp2 < .001. 

HR reactivity analyses revealed that the interaction 
effect was not observed, F(10, 451)= .910, p = .524, η2p 
= .020. The main effect of questionnaire number and the 
effect of thought type were not significant, F(10, 451)= .659, 
p = .762, ηp2=.014 and F(1, 451)= .221, p = .639, ηp2 < .001. 

3.2 Respiratory reactivity 
Analyses of respiratory rate (RR) reactivity did not 

reveal an interaction effect, F(10, 451)= .916, p = .518 η2p 
= .020. The main effect of questionnaire number and the 
effect of thought type were not significant, F(10, 451)= .410, 
p = .942, ηp2=.009 and F(1, 451)= 2.847, p = .092, ηp2=.006.  

Analyses of the number of sighs did not show an 
interaction effect, F(10, 451) = 0.210, p = 0.995 η2p = 0.005. 
The main effect of the questionnaire number was not 
significant, F(10, 451)= .861, p = .570, ηp2=.019 but the main 
effect of thought type was observed, F(1, 451)= 12.871, p 
< .001, ηp2=.028. When individuals had wandering thoughts, 
they had a low number of sighs (see Fig.1). 

 
 

 
Fig. 1.  Means and standard errors of the reactivity of 

the number of sighs for each questionnaire according to the 
type of thoughts (1: on-task or 2: MW). 

 
 
BRV reactivity analyses revealed that the interaction 

effect was a trend, F(10, 451) = 1.714, p = 0.075 η2p = 0.037. 
The main effect of questionnaire number and the effect of 
thought type were not significant, F(10, 451)= 1.521, p = .129, 
ηp2=.033 and F(1, 451)= .778, p = .378, ηp2=.002. 

 

3.3 Electrodermal reactivity 
Analyses of tonic component response reactivity did 

not reveal an interaction effect, F(10, 451) = .421, p = .936 
η2p = .009. The main effect of questionnaire number and the 
effect of thought type were not significant, F(10, 451)=.578, 
p = .832, ηp2=.013 and F(1, 451)= 1.759, p = .185, ηp2=.004. 
All effects were also non-significant for electrodermal 
response amplitude, Fs < .2,568 and p > .110. 
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Fig. 2.  Means and standard errors of the reactivity of 

the number of phasic electrodermal responses for each 
questionnaire according to the type of thoughts (1: on-task or 
2: MW). 

 
 
Analyses of SCR numbers showed that the interaction 

effect did not reach significance, F(10, 451) = 0.273, p = 
0.987 η2p = 0.006. The main effect of questionnaire number 
was not significant, F(10, 451)=.084, p = 1.000, ηp2=.002. 
However, the effect of thought type was significant F(1, 
451)= 5.123, p = .024, ηp2=.011. When individuals had 
wandering thoughts, they had a low number of SCRs 
irrespective of probe time (see Fig. 2). 

 

4. Discussion 
The results revealed a significant effect of MW on 

respiratory and electrodermal indicators: the "MW" condition 
sighed less and exhibited fewer phasic electrodermal 
responses compared to those in the "on task" condition. 

These findings suggest diminished task engagement when 
individuals experience MW. In the literature, MW is 
associated with tasks requiring minimal engagement (Randall 
et al., 2019). In the context of autonomous driving, 
individuals could allocate fewer resources to supervision and 
engage in thoughts unrelated to driving. However, there was 
no significant effect on cardiovascular activity. It may be 
worthwhile to explore other, potentially more sensitive, 
measures of cardiac activity for a more precise assessment of 
attentional engagement. For instance, the pre-ejection period 
(PEP) has been identified as a more direct and non-invasive 
measure commonly used in engagement studies (Mazeres et 
al., 2021). 

Some studies have examined brain activity to detect MW, 
reflected by perceptual decoupling (e.g., Baldwin et al., 2017; 
Pepin et al., 2021). Comparing these different indicators and 
investigating the connection between energetic 
disengagement and attentional decoupling could be an 
interesting avenue for future research. 

The results of this study reveal a specific electrodermal and 
respiratory signature of wandering thoughts, indicating 
decreased engagement in the task at hand. While participants 
drove in delegated mode, the reliability of these indicators in 
manual driving scenarios requires verification. Nonetheless, 
it is essential to consider these various indicators to detect 
degraded attentional states, such as wandering thoughts, 

during driving, utilizing portable tools that continuously 
monitor drivers' physiological responses (e.g., smartwatches). 
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Abstract: The driver’s attentional state plays a crucial role in road safety, as it directly contributes to accidents. Two studies 
explored the feasibility of detecting sadness using physiological measures such as ECG, respiration, and EDA. The results indicate 
that accurately classifying sadness during autonomous driving is possible. However, the data were collected using laboratory 
systems, necessitating technological advancements to acquire similar data in real-world motor vehicles. 
 

1. Introduction 
 
Episodes of inattention are frequently observed during 

manual driving, diverting the driver's attention from the 
primary task of driving. Studies have highlighted an increased 
risk of being involved in at-fault accidents when drivers 
experience inattention due to rumination linked to sadness 
(Lagarde et al., 2004). Hence, it is imperative to monitor, 
identify, and address drivers' internal states, particularly their 
emotions. 

Existing literature indicates that negative emotions, 
such as sadness, can lead to aggressive behavior, impaired 
driving performance, and risky driving (Garrity & Demick, 
2001; Jallais et al., 2014; Stephens & Groeger, 2011). Despite 
the recognized impact of emotions on driving, especially the 
influence of sadness-related ruminations, there is a notable 
absence of studies attempting to identify and mitigate 
emotional states using physiological parameters in 
autonomous driving scenarios. 

Distractive thoughts can manifest either voluntarily, 
with control and purpose, such as when contemplating future 
events or problem-solving, or spontaneously, without control 
or direction, like daydreaming or ruminative thoughts 
associated with negative emotions (anger, sadness, anxiety, 
etc.). These thoughts divert attention from driving-related 
tasks, competing for space in working memory and resulting 
in perceptual decoupling, where attention shifts away from 
external stimuli (Christoff et al., 2016; Smallwood & 
Schooler, 2015). 

Capturing distractive thoughts, such as ruminations, 
poses challenges due to their lack of observable events. To 
investigate them effectively, a methodological triangulation 
of subjective, behavioral, and physiological data is necessary 
(Gruberger et al., 2011). Numerous studies have explored the 
physiological responses linked to emotional states using 
metrics like heart rate, recorded via electrocardiogram (ECG) 
(Mesken et al., 2007; Stemmler et al., 2007). 

To address this gap, we conducted two simulator-
based studies to investigate the physiological indicators 
relevant to detecting negative emotional states, specifically 
sadness, during driving. We aimed to identify which 
physiological indicators are most sensitive for classifying the 
state of sadness in the context of automobile driving. 
Therefore, this paper presents the findings from two studies 
to demonstrate the effectiveness of physiological indicators 

in classifying the state of sadness, as well as identifying 
common indicators across both studies. 

2. Method 

2.1 Participants 
All participants reported normal or corrected-to-

normal vision and audition and should have at least 3 years of 
driving experience, be right-handed, and be aged from 21 to 
45 years old. Concerning the study 1, twenty participants 
were involved (11 males, age = 27.15, SD=4.65). The second 
experiment involved 71 participants (mean age = 28.263 
years, SD = 10.585, 39 women). The research protocol was 
approved by the ethics committee of the Université Gustave 
Eiffel. 

2.2 Driving scenario 
In study 1, participants started the experiment with a 

5-minute resting time (baseline). Then they drove on a driving 
simulator on both a highway and rural roads. Initially, they 
drove manually for two minutes before transitioning to an 
automated driving system. During the automated phase, they 
engaged in various tasks: listening to audio that relayed 
impartial information such as narratives about nature or 
technological advancements (listening neutral condition) 2) 
or hearing accounts involving grief, such as stories of 
individuals losing a loved one to suicide (listening sadness 
condition), 3) or devising a story from three randomly 
selected words out of twenty options, each word printed on a 
card (e.g., 'piano', 'castle', 'robot', 'school') (Wandering neutral 
condition), 4) or had to recall the saddest episode they ever 
lived on a paper sheet (Wandering sadness condition). 

In study 2, participants were divided into two groups: 
neutral and sadness group. After a 5-minute resting time 
(baseline), participants had to listen to podcasts depicting sad 
stories (sadness induction) or audio about nature and 
technological advances (neutral condition). Then they had to 
drive on the simulator on a highway in autonomous mode for 
8 minutes.  

2.3 Measures and Analysis 
 
Between each step (baseline, induction, and driving) 

they had to complete some questionnaires to assess their 
mood states. This procedure allowed to labeling of the 
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physiological dataset according to the participants’ mood 
state.  

Physiological data for both studies were collected 
using the Biopac MP160 system. In study 1, cardiac activity 
(ECG) and respiratory activity were assessed. 

For both studies, we normalized all physiological data 
by subtracting experimental data from baseline ones. This 
method adheres to the established norm for examining 
physiological responses induced by tasks, as evidenced in 
prior research (e.g., Mazeres et al., 2019). 

For study 1, data were analyzed using the last 1 minute 
of the driving session. For study 2, experimental data 
correspond to the first 4 minutes of the mood induction 
procedure. For both studies, a 30-second time window was 
defined for all physiological data.  

For both studies, to classify the drivers’ emotional 
states (neutral or sad), we constructed two classification and 
regression tree (CRT) models using physiological and 
psychological indicators. 

3. Results 

3.1 Study 1 
We had two mood induction procedures (MIP). One 

used emotionally connoted podcasts (listening task) and one 
used an imaginary task (wandering).  

The classification model tried to predict sadness 
according to the MIP. The selected indicators were composed 
of Heart rate, Heart rate variability (RMSSD and SDNN), 
Maximum breathing rate, Minimum breathing rate, Mean 
breathing rate, and Mean breathing amplitude. 

 
  

CRT Wandering Listening % 
correct 

Learning Wandering 350 59 85.6% 

Listening 57 343 85.8% 
Reliability 50.3% 49.7% 85.7% 

Test Wandering 57 22 72.2% 
Listening 29 75 72.1% 
Reliability 47% 53% 72.1% 

Table 1: CRT classification of sadness according to 
induction method 

 
The results (Table 1) indicate an 85.7% correct 

classification rate during the learning phase and a 72.1% 
correct classification rate during the test phase.  

 
  

CRT Neutral Sadness % 
correct 

Learning 
(80% data 
set) 

Neutral 190 25 88.4% 
Sadness 40 161 80.1% 
Reliability 55.3% 44.7% 84.4% 

Test 
(20% data 
set) 

Neutral 27 9 75.0% 
Sadness 11 43 79.6% 
Reliability 42.2% 57.8% 77.8% 

Table 2: CRT decision tree results for sadness detection 

Another CRT model tried to correctly predict the 
emergence of sadness. The results (Table 2) indicated a 
correct classification of 84.4% in the learning phase and 
77.8% in the test phase. The classes created therefore enabled 
a good identification of a sad state using physiological 
measures alone. 

These results reveal the possibility of using different 
physiological cues to determine both the driver's activity 
(listening or not) and emotional state (sad or neutral). 

 

3.2 Study 2 
The objective was to predict the drivers’ mood state 

(Neutral or Sad). The chosen indicators included heart rate, 
SDNN, max heart rate, mean breathing rate, respiratory 
variability, mean inhale and exhale times, and mean breath 
amplitude. 

  
CRT Neutral Sadness % correct 

Learning Neutral 153 22 70.6% 

Sadness 15 162 91.5% 
Reliability 37.5% 62.7% 81.8% 

Test Neutral 32 23 58.2% 
Sadness 7 24 77.4% 
Reliability 47% 53% 65.1% 

 
Table 3: Number of correct and incorrect detections of 

sadness based on the actual and classified classes 
 
The model achieved a successful identification rate of 

91.5% for truly positive samples (indicating sadness) during 
the learning phase and 77.4% during the test phase. 

Additionally, the model exhibited 81.8% reliability 
during the learning phase but only 65.1% during the test 
phase. We used 80% of the data set for the learning phase and 
20% for testing. Overall, these results affirm the effectiveness 
of our model in classifying sadness.  

4. Discussion 
 
These studies demonstrated the potential for 

classifying sadness using physiological data during 
automation. Further research with additional data is needed to 
enhance classification accuracy. Monitoring the attentional 
state and emotions of drivers is crucial for road safety, a fact 
that is increasingly recognized by influential bodies such as 
the European New Car Assessment Programme (Euro 
NCAP). Euro NCAP's protocols are evolving to prioritize 
technologies that can detect driver inattention, drowsiness, 
and emotional state, which are significant factors in road 
accidents. For instance, the integration of Occupant Status 
Monitoring (OSM) technologies into Euro NCAP's Safety 
Assist protocols is a testament to the importance placed on 
driver monitoring systems (DMS). These systems are 
designed to alert drivers when inattention or emotional 
distress is detected and, if necessary, take control to prevent 
accidents. The roadmap for future OSM protocol 
development by Euro NCAP suggests a comprehensive 
approach to addressing a range of safety risks, including 
cognitive distraction and the requirements for driver 
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engagement with assisted and automated driving features. 
This shift not only enhances vehicle safety ratings but also 
encourages manufacturers to incorporate advanced DMS in 
their vehicles, ultimately leading to safer roads for everyone. 
The commitment of Euro NCAP to these advancements 
underscores the critical role of attentive driving and the 
profound impact that monitoring systems can have on 
reducing road fatalities and injuries. 

 

5. Conclusions 
These results contribute to the understanding of the 

possibility of monitoring mental states such as sadness. The 
current systems are designed for laboratory use, and further 
technological advancements are necessary to facilitate the 
acquisition of cardiac and respiratory data in a manner 
suitable for integration into motor vehicles.  
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Abstract: Passive fatigue (PF) induced during autonomous vehicle operation poses a significant safety concern,
particularly during transitions to take over control. In this study, we conducted a randomized controlled experiment
utilizing a high-fidelity driving simulator with 68 participants. Employing a between-group design, PF was assessed
using the Karolinska Sleepiness Scale (KSS), ocular and cardiac parameters. Our aim was to find the physiological and
physical signature of PF during autonomous driving. Preliminary findings on fatigue are presented to identify
physiological markers of PF preceding behavioral manifestations on pupil size, Vertical Gaze Variance, Very Low
Frequency (VLF) and Low Frequency (LF) power parameters. These results will be turned into recommendations for
the development of an embedded system to mitigate PF during partially autonomous driving.

1. Introduction
Offering guidelines for creating an embedded system

aimed at reducing passive fatigue (PF) during partially
autonomous driving has become a major issue for safety.
Indeed, fatigue and the subsequent decrease in vigilance are
recognized as key factors contributing to traffic accidents
and bad consequences (Nason, 2005; Thiffault, Bergeron,
2003). Several studies highlight that both excessive and
insufficient cognitive demands can impair performance.
Hancock and Desmond (2001) proposed a cognitive fatigue
model distinguishing between Active Fatigue (AF) from
excessive demands and Passive Fatigue (PF) from
insufficient stimulation. While reducing workload may ease
AF, PF requires different strategies to be reduced. In driving,
AF stems from continual task adjustments, while PF arises
from minimal perceptual-motor demands (Bernhardt et al.,
2019; Saxby et al., 2013). Extended periods of autonomous
driving can induce PF, posing safety risks during manual
control handover.

Moreover, vigilance decrement is the most robust
effect of fatigue and sleepiness (Dingues, 1995) .Different
definitions of concepts like vigilance, fatigue, arousal, and
activation may cause confusion. It's important to clarify their
meanings. Vigilance can be seen in two ways: physiological
processes of alertness or wakefulness, and information
processing with sustained attention (Körber and als, 2015) .
Fatigue is a broad term covering both physiological and
psychological aspects.
Nevertheless heart rate (HR) and heart-rate variability
(HRV) are generally considered to be good relative
indicators of workload/fatigue, but effects can be
inconsistent. Indeed, studies show that HR increases and
HRV decreases during demanding mental processing,
although it has also been shown that HR decreases
significantly during a monotonous driving task (Larue et als,
2011). Lee et al. (1990) pointed out that changes in HR
mainly reflect physical fatigue, while HRV can
comprehensively reflect physical fatigue and mental fatigue.
Dou (2017) found that the HRV index of Very Low

Frequency (VLF) is suitable for predicting driving fatigue.
index.

Körber et al. (2015) found that PF was induced when
participants were monitoring a driving simulator with
automation capabilities that controlled longitudinal and
lateral steering, as indexed by a continual overall decrease in
pupil diameter, and a general trend of slower reaction times
on an auditory oddball task.

Jin and Yu (2018) found that pupil diameter could be an
effective measure of operator fatigue: under PF, pupil
diameter decreased significantly while under active fatigue,
pupil diameter increased. The two forms of fatigue produce
antagonism and jointly restrict the change of pupil diameter.
Therefore, the degree of fatigue cannot be determined
simply by the reduction in pupil diameter. One other
indicator seen to be interesting to investigate : Percent Road
Center (PRC) defined as the proportion of time that a
driver’s eyes are focussed on the road center (Victor, 2005).

The aim of this study is to find pertinent
physiological and physical parameters to detect PF induced
in a simulator context during automated system supervision.

Setup
A total of 68 participants were enrolled in this study. All
participants held a valid driver's license for at least one year
and were employees of Valeo. Random assignment placed
participants into one of five experimental groups, which will
be detailed later in the paper.

The experiment took place at the Valeo Annemasse site,
utilizing a driving simulator (Figure 1). The simulator
features two car seats, an automatic gearbox, and Logitech
G2 steering wheel and pedals.
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Figure 1. Illustration of simulator setup

Unity 3D software was used to design the homemade
simulated driving environment.

ECG was recorded with a BIOPAC MP160 system at
500 Hz and the eye-tracking data was recorded with a
FOVIO system at 62 Hz. The HRV parameters and the
eye-tracking parameters were calculated over 5-minute
windows.

1.1 Driving situation and procedure :
All drives were highway-routes (with 3 lanes in each

direction) with very little traffic at 110 km/h on both sides
of the highway on Unity Homemade software. This road and
traffic display was chosen in order to create a monotonous
task with low demands. After 40 minutes of autonomous
driving, a take-over request was initiated by the system
through a distinct auditory and visual warning signal “take
the hand”. Participants then drove 5 minutes in a manual
mode after successfully handling the safety hazard.
Driver drowsiness was subjectively measured using the
Karolinska Sleepiness Scale (KSS), a 9-point scale
(Åkerstedt & Gillberg, 1990). KSS was administered before
and after the driving scenario and orally every 5 minutes
during the driving scenario.
In order to avoid confounding effects (such as those
described in the May and Bradley model described above),
we made a sleep diary of the participants over the two days
before the test in order to avoid retaining participants with
sleep deprivation.

2. Results
Statistical analyses were conducted to find the

signature of PF during autonomous driving.

2.1 KSS (subjective data)
We performed a Linear Mixed Model (LMM) for

each dependent variable, with a 5-minute time segment as
fixed effects. In order to account for a general variability
across drivers, participant ID was included in random
effects. Time factor was a within subject factor (every 5
minutes the KSS, and one before and after tests).

We observed the main effect of Time F( 23.369, p
<.001). In other words, the level of subjective PF increased
variously over time. Post-Hoc analysis (with Bonferroni

correction) showed significant differences from 15 to 30 min
compared to first segment (Figure 2).

Figure 2 : Illustration of the timeline's procedure set up for
KSS data

2.2 Eye-tracking data

Figure 3 : Illustration of the timeline's procedure set up for
Pupil size

We performed a LMM on eye-tracking data. We
observed the main effect of Time F( 19.075, p <.001). In
other words, pupil size decreased variously over time .
Post-Hoc analysis (with Bonferroni correction) showed
significant differences from 5 to 35 min compared to first
segment (Figure 3).

We observed the main effect of Time F( 14.922, p
<.001). In other words, Vertical Gaze varied less over time
than at the beginning . Post-Hoc analysis (with Bonferroni
correction) showed significant differences from 10 to 40 min
compared to first segment (Figure 4).
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Figure 4 : Illustration of the timeline's procedure set up for
Vertical Gaze Variance in cm²

2.3 Cardiac data
We performed a LMM on HRV data. We observed

the main effect of Time F( 8,472, p <.001). In other words,
VLF increased over time. Post-Hoc analysis (with
Bonferroni correction) showed significant differences from
25 to 35 min compared to first segment (Figure 5).

Figure 5 : Illustration of the timeline's procedure set up for
VLF power

We performed a LMM on HRV data. We observed
the main effect of Time F( 8,472, p <.001). In other words,
LF increased over time. Post-Hoc analysis (with Bonferroni
correction) showed significant differences from 15 to 35 min
compared to first segment (Figure 6).

Figure 6 : Illustration of the timeline's procedure set up for
LF power

3. Discussion
In this study we explored some physiological and

physical parameters of PF.
First, KSS has been widely used as a self-reported

measure of drowsiness and PF in studies of shift work, jet
lag, attention and performance, and clinical settings (for a
review, see Kaida et al., 2006). We can say PF was induced
considering the increasing score of the KSS. Participants felt
more tired from 10 to 30 min significantly without real sleep
deprivation.

Moreover, we found that pupil size decreased
significantly with PF. This result is coherent with Körber
and als (2015) study showing significant effects on
eye-tracking parameters, especially decrease on pupil
diameter corresponding to vigilance decrement and
increasing mind wandering. In effect authors showed this
fatigue signature occurs without active task engagement.

Nevertheless, the variation in pupil diameter alone
can be an indicator of many other things, which is why it is
important to complement it with other visual parameters
such as VGV, which shows the driver's involvement in the
driving task and the supervision of autonomous driving.
This visual indicator is also relevant as a marker of the onset
of PF and of decrease of vigilance of drivers (Kim and all,
2023).

Finally, PF could be shown with increasing VLF
and LF power parameters as previous results (Henelius et
al., 2014) , and have been associated with decreased
vigilance caused by total or partial sleep deprivation (Chua
et al., 2012).

4. Conclusions and perspectives
These findings will be translated into suggestions

for developing an embedded system aimed at detecting and
reducing PF during partially autonomous driving with
physical and physiological data and training algorithms for
individual detection. All of them need to be combined to
have the best detection method.
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Abstract: In automated driving the driver is likely to experience car sickness when not paying attention to the road. 
Considering previous findings of cognitive performance decrements due to motion sickness, and the fact that driving 
demands cognitive resources, the aim of this study was to understand if and how car sickness affects takeover and 
subsequent driving performance. N = 33 participants took part in this test-track study with a wizard-of-Oz vehicle 
including a car sickness condition and a control condition without experiencing car sickness in randomised order. In 
both conditions four takeover requests were triggered, after which participants performed four different driving tasks. 
Subjective measures of car sickness, criticality, mental workload, and performance were recorded, as well as objective 
performance and driving measures. Results of the subjective data showed that takeovers and driving with car sickness 
were perceived as significantly more critical and demanding compared to without, and that most participants felt 
impaired by car sickness while driving. These results will be validated with the objective data. 
 

1. Introduction 
With the introduction of automated driving (SAE 

Level 3 and above; SAE, 2021), the role of the driver will 
change to that of a (part-time) passenger with the possibility 
of engaging in non-driving related tasks (NDRTs). Among 
passengers, especially when performing NDRTs, car sickness, 
a subtype of motion sickness, is a common phenomenon 
(Rolnick & Lubow, 1991; Schmidt et al., 2020). Therefore, 
the risk of experiencing car sickness in automated driving will 
increase, resulting in a potentially car sick driver when taking 
over control of the vehicle. 

Previous studies on the effect of motion sickness on 
task performance have revealed impairments in cognitive 
performance, such as increased reaction times (Bos, 2015; 
Smyth et al., 2019), impaired hand/arm coordination (Smyth 
et al., 2019), reduced performance on visual search (Golding 
& Kerguelen, 1992) and perception task (Kaplan et al., 2017). 
Regarding the effect on driving performance, studies on the 
effects of simulator sickness have shown prolonged braking 
reaction times (Reinhard, Tutulmaz, et al., 2019) and reduced 
average speed (Gálvez-García et al., 2020; Reinhard, Kleer, 
et al., 2019). However, to the authors’ knowledge there are 
no studies investigating the effects of car sickness on driving 
performance in the real world in context of automated driving 

including takeover performance. The previously reported 
performance degradations under motion sickness could lead 
to safety critical behaviour in complex takeover situations, 
such as construction sites or obstacles ahead, which require a 
quick understanding of the situation, as well as appropriate 
decisions and reactions. Therefore, the aim of this study was 
to investigate the effects of car sickness on takeover and 
driving performance in a real-world setting.  

2. Method 

2.1 Experimental design  
A wizard-of-Oz test track study was conducted in 

which participants experienced two test conditions on 
separate days and in a randomised order. Symptoms of car 
sickness were induced in the car sickness condition but not in 
the control condition. In both conditions, participants had to 
take over vehicle control four times and perform the four 
following driving tasks in randomised order after each 
takeover while sitting on the driver’s seat: slalom with a fixed 
speed (25 km/h), slalom with a freely chosen speed, target 
braking and two emergency stops upon a warning tone. The 
target braking required the driver to accelerate to 30km/h and 
then to stop as accurately as possible at the target position. 

 

 

 

 

 

 

Fig.1. Test track with pylons set up to mark the driving tasks (emergency braking on a random spot on each straight) 
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2.2 Test environment and set-up  
The study took place on a closed test track (see Fig. 1). 

The wizard vehicle was an AUDI Q7 with a conventional 
steering wheel and pedals on the front left. In addition, the 
vehicle had instructor pedals on the front right and a joystick 
to steer the vehicle. The wizard could trigger a takeover 
request (TOR). Participants had to press a button to confirm 
the takeover before they could drive themselves.  

2.3 Test conditions and procedure 
To induce car sickness in the car sickness condition, 

the wizard simulated a dynamic automated ride including a 
stop-and-go scenario on the one straight of the test track and 
a slalom back on the other straight. Participants had to play a 
maze game (Cabbiegames, 2022) on the smartphone during 
the ride to increase the likelihood of car sickness (see Fig. 2). 

Every 30 s, participants had to verbally indicate their 
current level of car sickness on the Misery Scale (Bos et al., 
2005). The TOR was triggered after 10 minutes or when the 
participant indicated a MISC level of 7 (mild to moderate 
nausea). In the control condition, the participants did not 
experience an automated drive but played the game in 
standstill for the same time and the wizard drove off a few 
meters to trigger the TOR. After taking over, participants had 
to perform one of the driving tasks. Afterwards, a break of at 
least 6 minutes began, in which participants completed the 
MSAQ (Gianaros et al., 2001) and questionnaires regarding 
the takeover and driving task. After the break, the same 
procedure was repeated for the remaining three driving tasks. 

2.4 Test sample 
33 subjects (17 female), who were selected based on 

their moderate to severe susceptibility to car sickness, 
participated in the study. The mean age was 41.9 years 
(SD = 15.5). 

2.5 Dependent measures 
To measure the subjective criticality of each takeover 

and driving task, the Criticality Scale by Neukum and Krüger 
(2003) from 1=harmless to 10=uncontrollable was used. To 
assess the mental workload of each driving task an adapted 
version of the NASA-TLX Questionnaire was applied (Hart 
& Staveland, 1988). 

In a short interview at the end, the participants were 
asked whether they felt impaired when driving and whether 
they had adapted their driving behaviour due to car sickness. 
In addition, objective measures of the takeover and driving 
performance as well as driving dynamics were recorded, 
which were still under analysis at the time the abstract was 
submitted.  

3. Results 
In 78.5% of all car sickness rides, a MISC level of 7 

was reached. Accordingly, the MSAQ scores were 
significantly higher for all driving tasks in the car sickness 
condition compared to the control condition (manipulation 
check). All statistic values of the conducted t-tests can be 
found in Table 1. The criticality of all four takeovers and of 
three driving tasks (all except for slalom free) differed 
significantly between conditions with higher ratings in the car 
sickness condition (see Fig. 3). In both conditions, the 
average criticality of takeovers was assessed within the range 
of harmless. 

 
Mental workload was rated significantly higher for all 

driving tasks with car sickness than without. 72.7% of all 
participants reported feeling impaired by symptoms of car 
sickness when performing the driving tasks. Cognitive 
impairments were mentioned most frequently, such as 
decreased concentration, orientation and attention or slower 

 
a 

 
b 

Fig. 3. Criticality per driving task for both conditions 
(a) Of takeovers, (b) Of driving tasks 

 

 

 

 

 

 

 

 

 

Fig.2. Participant engaging in the NDRT and wizard 
driving with the joystick on armrest (arrow) 
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reaction time. 69.7% of all participants stated that they have 
adapted their driving behaviour due to car sickness. A lower 
speed and a more defensive driving style were the most often 
stated adaptions. 

 

4. Discussion 
The results on the level of car sickness showed that the 

manipulation has worked, i.e. car sickness was considerably 
induced. All takeovers and driving tasks with speed or 
braking instructions were rated significantly more critical 
when driving under car sickness. In the slalom, where 
participants were free to choose their speed, criticality was 
not significantly higher with carsickness. It is likely that 
participants adjusted their speed to make this driving task less 
demanding. Some participants consistently stated that they 
reduced their speed and drove more defensively due to car 
sickness, which is in line with the results of the simulator 
studies mentioned above (see 1. Introduction). Safety is 
unlikely to be compromised by reducing speed and driving 
defensively in an appropriate manner. However, a significant 
proportion of the sample felt impaired by car sickness while 
driving, mainly due to reduced cognitive performance, like 
e.g., slower reaction time or reduced attention. These findings 
are consistent with previous findings on the effects of motion 
sickness on performance (e.g., Bos, 2015; Smyth et al., 2019). 
Such impairments can in fact be safety critical if, for example, 
obstacles are detected too late or the braking is delayed in 
emergency situations. However, so far, the results of the 
present study are based on subjective reports only. It is of 
interest to check whether the participants' subjective 
assessments are reflected in the objective measurements. 
Results on this aspect will be available at the time of the 
conference and can be presented. 

5. Conclusions 
In conclusion, driving with symptoms of car sickness 

is perceived as more demanding, critical and impairs 
subjective driving performance. Further analysis will be done 
to verify these findings with objective performance measures. 
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Abstract: Sudden illness can cause the most extreme form of disconnected drivers by rapidly and unexpectedly impairing 
drivers’ ability to drive. Consequently, it poses a serious safety concern in traffic. However, studies in this field are few 
and knowledge limited. Therefore, this study will investigate drivers’ pre-crash vehicle handling and signs of illness in car 
crashes caused by sudden illness. Crashes will be identified in Volvo Cars’ Accident Database through a word search. 
Case files will be derived from pre-crash vehicle signal recordings, in-depth crash investigation reports, and mail survey 
questionnaires. Descriptive statistics (on, e.g., driving contexts and crash types) will be conducted for all identified cases. 
Furthermore, an explorative mixed method analysis will be conducted to identify different types of pre-crash vehicle 
handling and signs of illness. The findings will inform the development of technologies that can detect sudden illness and 
prevent accidents.  
 
 

1. Introduction 
Sudden illness, such as epileptic seizures, cardiac 

arrhythmias, strokes, and hypoglycemic events, can quickly 
and with little or no forewarning impair drivers’ physical as 
well as cognitive abilities and lead to car crashes.  

Research shows that sudden illness is the main 
contributing factor to a significant proportion of crashes and 
road fatalities. At least 9-15% of driver fatalities are caused 
by sudden illness, most commonly ischemic heart disease 
(Ahlm et al., 2001; Breen et al., 2018; Brodie et al., 2019; 
Tervo et al., 2008). Fewer studies have investigated how often 
severe, but not necessarily fatal, crashes are caused by sudden 
illness. Hanna (2009) found it to be 1.3% of the crashes 
investigated and estimated that approximately 20 000 crashes 
annually in the United States are caused by sudden illness. In 
two similar Australian studies, the proportion of crashes 
caused by sudden illness was approximately ten times higher: 
11.5% (Lindsay & Baldock, 2008) and 14.5% (Fitzharris et 
al., 2020). Common medical conditions were seizures, 
cardiac-related events, diabetic reactions, and loss of 
consciousness for other or unknown reasons. 

To prevent crashes caused by sudden illness, 
knowledge is needed about how to detect medical 
emergencies in car drivers and how to support these drivers. 
However, medical emergencies are rare and unpredictable 
events. Consequently, there are few studies and limited 
knowledge about typical signs of illness and courses of events 
in crashes caused by sudden illness. 

To date, studies have shown that most crashes caused 
by sudden illness are single vehicle crashes initiated by lane 
departures (Brodie et al., 2019; Hanna, 2009; Neal et al., 
2018). Furthermore, vehicle pre-crash movements have been 
described as “out of control” for approximately 50% of 
seizure-related crashes (Neal et al., 2018).  

Case studies reported by Lindsay and Baldock (2008), 
Marinella (2004), Motozawa et al. (2005), and Sakurai et al. 
(2014) provide some additional information. Together, these 

case studies include seven crashes caused by drivers suffering 
reduced or lost consciousness due to different medical 
conditions. In one case (Sakurai et al., 2014), there is a video 
recording of the driver that provides a good understanding of 
the driver’s behavior before the crash. In the remaining cases, 
the case descriptions provide a good understanding of the 
medical conditions and crash sites. However, information 
about the drivers’ behaviors (e.g., posture and pedal usage) is 
limited since there are no vehicle signals, passenger 
testimonies, or video recordings of the events.  

Given the limited knowledge of how sudden illness-
related crashes occur, further studies on the subject are 
needed. The aim of this study is therefore to investigate 
driver’s pre-crash vehicle handling and signs off illness in 
crashes where sudden illness was the main contributing factor. 
For this, Volvo Cars’ Accident Database will be used. The 
database contains pre-crash vehicle signals as well as driver 
and passenger testimonies. This study will thus provide more 
detailed case descriptions for a larger number of crashes than 
previously done. This will significantly increase our 
knowledge in this field.   

2. Method  
This study will provide a retrospective analysis of 

cases in Volvo Cars’ Accident Database. All drivers (except 
deceased ones) have given their written consent for Volvo 
Cars to collect and use their data for traffic safety research. 
Ethical approval has been applied for the study.  

2.1 Data sources 
Volvo Cars’ Accident Database contains over 7000 

crash cases involving Volvo cars in Sweden. Most cases 
include a mail survey questionnaire that the drivers have 
answered. The questionnaire contains specific questions 
regarding, for example, the traffic environment and sustained 
injuries. It also contains two open ended questions with room 
for descriptions in free text and drawings. The first question 
asks the driver to explain the events leading up to the crash, 
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and the second question asks for any additional information 
on why the crash occurred.   

In addition, some cases include in-depth investigations 
that can, for instance, contain on-scene investigations, 
interviews, vehicle inspections, and medical records.    

Some cases also have Event Data Recorder (EDR) 
data that contains pre-crash vehicle signals from the last five 
seconds leading up to the crash. Vehicle speed, gas and brake 
pedal application, and steering wheel angle will be 
investigated in this study.  

2.2 Selected data  
Cases where sudden illness was the main contributing 

factor to the crash will be identified through a word search. 
The word search will include illness-related terms and be 
applied to the transcribed free text questionnaire responses 
and to short case description notes made by the in-depth 
investigation team. All cases in the database that occurred 
between 2010-2024 will be included in the word search.  

2.3 Analysis 
Descriptive statistics will be conducted on driver age 

and gender, trip duration, road type, posted speed limit, 
presence of passengers in the car, number and type of road 
users involved, first critical event, and medical condition. 
Medical conditions will be classified according to the 
International Classification of Diseases by medical doctors, 
based on the available illness descriptions provided by the 
drivers, passengers, or medical records.  

Furthermore, cases with EDR data and/or more 
detailed descriptions of pre-crash events will be included in 
an explorative mixed method analysis. The analysis will 
focus on identifying different types of driver pre-crash 
vehicle handling (e.g., pedal usage and steering) and signs of 
illness (e.g., driver posture and self-experienced symptoms), 
using multiple types of data sources. 

3. Results 
Results will be presented at the conference.  

4. Discussion 
Knowledge about driver behaviors and signs of illness 

during medical emergencies is needed for the development of 
safety systems. This study will provide unique information on 
this topic by studying both pre-crash vehicle signals and 
testimonies from drivers and passengers. To our knowledge, 
this is the first time such data has been used on a larger scale 
to understand crashes caused by sudden illness. 

Currently, driver unresponsiveness (which may be 
caused by sudden illness) is suggested to be detected through 
eyes off road behavior (see Euro NCAP, 2023). However, 
other ways of detecting impairment are also needed, and 
advanced vision and/or biometric sensors are proposed to be 
used in future systems (Euro NCAP, 2022). Investigating 
signs of illness in real-life crashes is thus of great importance 
to inform development of such systems to enable early and 
accurate detection of driver impairment. 

Once impairment has been detected, safety 
functionality should support drivers to prevent or mitigate 
crashes. Knowing which behaviors drivers exhibit in crashes 
caused by sudden illness is then of great importance, as safety 
system interventions can be affected by the drivers’ actions. 

For example, a distinct steering or pedal input may be 
interpreted by the system as a deliberate act to override the 
system. However, in case of sudden illness, this may limit the 
system’s effectiveness since the driver may be unconscious 
or for other reasons unable to stay in control of driving. An 
increased understanding of how sudden illness affects driver 
behavior can therefore improve the effectiveness of driver 
support systems by tailoring them to the detected driver state.   

5. Conclusions 
To our knowledge, this is the first time that driver 

vehicle handling and signs of illness will be analyzed for 
crashes caused by sudden illness, using both pre-crash vehicle 
signals and driver and passenger testimonies, in a larger 
dataset. The study findings will hence provide valuable and 
novel insights into how sudden illness can lead to crashes and 
how such crashes may be prevented. These insights can 
inform the development of driver assistance systems for 
suddenly impaired drivers and further enhance real-life safety. 
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Abstract: As the level of vehicle automation increases, drivers can delegate greater responsibility for vehicle control to 
the automated system. During conditionally automated driving, while the driver can delegate full vehicle control to the 
system, they are expected to remain ready to regain control at all times. The monotonous nature of the driver’s 
supervisory role during conditionally automated driving can result in elevated levels of fatigue.  Thus, fatigue, which 
contributes to 10-20% of all road traffic accidents, poses a significant challenge to the safety of conditionally automated 
driving.  One feature which will be required within all new vehicles from 2026 is a driver monitoring system, which can 
measure psychological states and intervene when such states reach unsafe levels.  However, current monitoring 
technology relies upon invasive methods which are not suitable for the naturalistic driving context.  The present work in 
progress seeks to measure fatigue during conditionally automated driving using contactless physiological measurement, 
through investigating the effect of prolonged automation on the development of driver fatigue. 
 

1. Introduction 
Conditionally automated driving (also known as SAE 

Level 3 automation; SAE International, 2023) allows for the 
continuous performance of the driving task by an automated 
system within a specific set of environmental conditions 
referred to as the operational design domain (ODD).  At this 
level of automation, the driver is required to remain ready to 
regain vehicle control.  Any deviations from the ODD will 
prompt the automated system to issue a takeover request, in 
which the human operator is instructed to regain 
responsibility for the driving task within a short period of time.   

Emergent driver monitoring systems (DMS) will soon 
be commonplace in all vehicles and will be responsible for 
making assessments about the driver’s psychological state, 
thus assisting to oversee the safety of takeover requests by 
assessing the driver’s readiness to regain control. 

1.1 Driver fatigue 
Fatigue is reported to be a contributing factor in 10-

20% of all road traffic accidents (Zhang et al., 2020).  During 
conditionally automated driving, the driver’s role changes 
from that of an active operator to a passive supervisor, and 
this can lead to elevated levels of fatigue.  According to May 
& Baldwin’s (2009) model of fatigue, passive fatigue occurs 
when low levels of workload are imposed by a task.  Fatigued 
drivers also display low levels of situation awareness, which 
is important for “knowing what’s going on so you can figure 
out what to do” (Adam, 2005, pp. 319).  Previous research 
has demonstrated that fatigued drivers display poorer 
takeover performance during automated driving than drivers 
who are not experiencing fatigue (Feldhütter et al., 2019).  
There have been mixed findings for the effect of NDRT 
engagement on takeover performance.  Recently, it has been 

suggested that NDRTs could be used to mitigate fatigue 
during automated driving by preventing mental underload. 
Nonetheless, there is ample evidence that the development of 
fatigue is a pressing safety issue during automated driving. 

1.2 Measurement of psychological states during 
automated driving 

For a DMS to function in a naturalistic driving context, 
it will require contactless sensors to measure the driver’s 
psychological state. Current methods of doing so rely on 
invasive, skin-contact sensors, and this has motivated the 
development of non-invasive alternatives.  Infrared imaging 
has been proposed as one such solution.  Near infrared (NIR) 
and far infrared (thermal) imaging can be used to measure 
changes in the temperature of the skin, which vary as a 
function of autonomic nervous system activity (Cardone et al., 
2020).  Infrared light penetrates further into human tissue than 
visible light due to its greater wavelength, thus allowing for 
visualisation of physiological changes below the skin’s 
epidermis (Stemberger et al., 2010).  Furthermore, infrared 
imaging does not depend on external illumination sources, 
thus making it a suitably robust technique for driver 
monitoring, in which illumination sources vary dramatically. 

Infrared imaging has previously been applied to 
measure drowsiness (Tashakori et al., 2022) and cognitive 
load (Stemberger et al., 2010).  However, infrared imaging 
has yet to be applied in an automated driving context.  
Furthermore, to date no research has attempted to measure 
fatigue using infrared imaging. 

1.3 Objectives and research questions 
The present research seeks to investigate the effect of 

prolonged automation and NDRT performance on driver 
fatigue during conditionally automated driving, and to 
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measure fatigue using contactless physiological measures. 
Specifically, the following research questions will be 
explored: 

 
RQ1: What is the effect of prolonged automated driving on 
driver fatigue, as measured by drivers’ physiological 
responses? 
 
RQ2: What is the effect of non-driving-related task (NDRT) 
performance on driver fatigue, as measured by drivers’ 
physiological responses? 
 
RQ3: How accurately can physiological arousal be measured 
using infrared imaging, when compared to traditional 
physiological measures? 
 
RQ4: How accurately can driver fatigue be classified based 
on infrared imaging-derived physiological data using 
machine learning methods? 
 
RQ5: How does fatigue vary over the course of a prolonged 
automated drive? 

2. Method 

2.1 Design 
This driving simulator study will employ a within-

subjects design.  The simulated driving environment will 
consist of a daytime driving sequence on a three-lane 
highway. 

The independent variable will be the experimental 
condition, with three levels (baseline, automated drive with 
NDRT, prolonged automated drive with no NDRT).  
Dependent variables will include physiological metrics (heart 
rate (HR), heart rate variability (HRV), breathing rate), 
infrared metrics (NIR-derived HR, HRV and breathing rate, 
skin temperature on the forehead, nose tip, and chin areas), 
eye-tracking (saccades - transient eye movements from one 
area of fixation to another) and self-reported fatigue and 
workload. 

2.2 Participants  
Individuals 18 years or older, holding a full driving 

license, with no cardiovascular disease, no history of motion 
sickness, simulator sickness or vertigo, and normal or 
corrected-to-normal vision will be eligible to participate in 
this study.  A total of 36 participants will be recruited. 

2.3 Apparatus 
A high-fidelity driving simulator at the offices of 

Tobii Galway will be used.  Drivers’ physiological data will 
be collected using a ZephyrTM BioModule 3 at 250 Hz 
capable of measuring both electrocardiography (ECG) and 
respiration. Three cameras (NIR camera, FLIR thermal 
camera and an Event camera measuring driver saccades), 
connected to a desktop PC will be used to capture the infrared 
data. 

2.4 Procedure 
Upon arrival to the laboratory, participants will be 

briefed on the details of the study and asked to provide their 

informed consent.  Participants will then be provided with a 
practice drive session, which will involve interacting with the 
driving simulator and the NDRT.  The NDRT in this study 
will be an auditory 2-back task, in which participants will be 
asked to respond verbally when the auditory stimulus 
matches the stimulus that was presented 2 stimuli previously.  
Following the practice drive, baseline measurements will be 
taken. 

The two counterbalanced experimental conditions will 
be the NDRT condition and the prolonged automated drive 
condition.  During the NDRT condition, participants will 
perform the 2-back task for 20 minutes during a simulated 
automated drive.  In the prolonged automated drive condition, 
participants will monitor an automated drive for 2 hours, 
without performing an NDRT.  During all three conditions, 
participants will wear the ZephyrTM BioModule sensor.  At 
the end of each condition, participants will complete the 
NASA-TLX and Karolinska Sleepiness Scale (KSS) 
measures. 

2.5 Analysis 
To address RQ1 and RQ2, Analysis of variance 

(ANOVA) will be performed to examine the effect of 
condition (baseline, automated drive with NDRT, prolonged 
automated drive with no NDRT) on drivers’ physiological 
responses.   

To address RQ3, relevant features will be extracted 
from the thermal image data.  The coordinates of the three 
regions of interest will be determined, and the average value 
of the pixels of each region will be extracted.  HR, HRV, and 
breathing rate will be extracted from the NIR signal using a 
convolutional neural network (CNN).  The infrared data will 
then be correlated with the physiological measures and the 
self-reported fatigue data to determine the level of agreement 
between measures. 

To address RQ4, supervised machine learning 
methods will be applied to the infrared data. Models will 
include support vector machine (SVM), random forest, Naïve 
Bayes, and decision trees. The mean absolute error (MAE) 
and root mean squared error (RMSE) will be used to evaluate 
performance. 

To address RQ5, the physiological and infrared data 
will be plotted against time to obtain the temporal resolution 
of drivers’ responses during the prolonged automated drive 
condition. 

3. Conclusions 
As the level of vehicle automation increases, drivers 

display increasing levels of fatigue, which can jeopardise the 
safety of transitions of control between automated system and 
driver.  Current methods of measuring psychological states 
are dependent on invasive, skin-contact methods which are 
ill-suited for naturalistic driving.  The present work in 
progress seeks to measure fatigue during conditionally 
automated driving using contactless physiological 
measurement.  This work will inform the development of 
driver monitoring systems which will be responsible for 
assessing the driver’s availability to respond to requests from 
an automated system to intervene. It will also have 
implications for the driver fatigue and workload literature, by 
investigating the effect of NDRT performance on driver 
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fatigue, and how fatigue varies during prolonged automated 
driving. 
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Abstract: The monotonous episodes in automated driving are likely to lead to passive fatigue (PF), which in turn can
impair driver alertness. Paradoxically, in automated driving, a good level of alertness is strongly required when taking
back control (TOR) of the vehicle. Thus, drivers subjected to PF in automated driving could, at the TOR moment,
perceive a low availability of attentional resources, which could subsequently trigger excessive stress. The aim of this
study was therefore to examine the added value of perceptual stimuli in keeping the driver reasonably alert, and thus
moderating TOR-induced stress. 46 drivers were exposed to PF during automated driving; half of them received various
perceptual stimuli after 20 minutes of automated driving, while the other half received no stimuli at all. Preliminary
results, based on perceived stress and heart rate, indicate that stress, experienced during TOR and after a monotonous
episode, can be moderated by the use of perceptual stimuli during automated driving.

1. Introduction
The monotonous environments are widely recognized

to lead to states of cognitive underload, also known as
passive fatigue (PF). Although PF is often inconsequential,
it is particularly critical when it occurs in automated driving,
where driver intervention may still be required. Indeed, one
of the risks of PF in automated driving is that the driver,
experiencing a decrease in alertness (Larue et al., 2011;
Saxby et al., 2013), may perceive his/her available
attentional resources as being inferior to those needed to
regain control of the vehicle effectively and on time. Such a
cognitive appraisal could then induce excessive stress in the
driver, potentially leading to risky driving behavior and
reduced performance (Ge et al., 2014; Rendon-Velez et al.,
2016).

To avoid this domino effect, this study investigates
the use of various perceptual stimuli (defined as stimuli or
activities that appeal to the senses and are likely to capture
attention) during automated driving in order to moderate PF,
and thus maintain a certain threshold of alertness, which
would be particularly beneficial in avoiding excessive stress
when regaining control of the vehicle.

2. Method

2.1 Participants
46 drivers were recruited and distributed in equal

proportions in the “stimuli” and “control” groups. All
participants gave written consent.

2.2 Experimental design
The experiment took place on a real circuit with an

automated vehicle. Before completing a training session, the
participants were given these instructions: execute all
requests from the automation system, i.e. either to delegate
control or take back control, monitor the driving

environment, and participate in the activities when offered
by the system.

Then, participants were asked to drive manually for 5
minutes, then switch to automated mode for 40 minutes
before taking over control (TOR) and driving manually
again for 5 minutes. (Fig. 1).

Participants in the stimuli group were exposed to a
5-minute series of perceptual stimuli, starting from 20
minutes of automated driving and lasting for 20 minutes.
This series included a general knowledge quiz, dynamic
ambient lighting, guided mindfulness practice, and fresh air
diffusion. The control group was not exposed to perceptual
stimuli.

Fig. 1. Experimental design.

After 40 minutes of automated driving, participants
were asked to prepare to take control of the vehicle, before
regaining control 20 s later after passing a signal flag. TOR
herein refers to these 2 stages, including preparation and
action to regain control. TOR was explored over three
60-second time windows; Resting (from 60 s before asking
participants to prepare for TOR), Reactivity (from the
request to prepare for TOR to 60 s after the request) and
Recovery (from 60s after asking participants to prepare for
TOR).
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2.3 Measurements
Perceived stress regarding TOR was assessed at the

end of the experiment using a 5-point scale from 0 = “no
stress” to 5 = “severe stress”.

Heart rate (HR) was measured throughout the
experiment at a sampling rate of 500 Hz. Furthermore, to
assess whether HR was modulated by perceived stress, the
participants were divided into two groups: participants who
reported a score greater than 0 on the perceived stress scale
were included in "Perceived stress", while those who
reported a score equal to zero were included in
"Non-perceived stress" (Table 1).

Table 1. Number of participants

Group

Control Stimuli Total

Non-perceived stress 6 15 21

Perceived stress 17 8 25

Total 23 23 46

3. Results

3.1 Perceived stress
The mean perceived stress was 0.43 (SD = 0.66)

for the stimuli group and 1.39 (SD = 1.34) for the control
group. Paired t-tests indicated that perceived stress was
significantly lower for the stimuli group compared to the
control group (t = 3.87, p < .001, d = 0.806).

A chi-square test reported a significant relationship
(χ² (1, 46) = 7.097, p < .01) between group (control, stimuli)
and subgroup (non-perceived stress, perceived stress). The
stimuli group was less likely than the control group to report
perceived stress at TOR time.

3.2 Heart rate
To investigate whether the stimuli group has an

advantage in moderating TOR-related stress compared with
the control group, a Linear Mixed Model (LMM) was
performed using Group (stimuli, control) Perceived stress
(perceived stress, non-perceived stress) and Time window
(resting, reactivity, recovery) as fixed effects, and ID
participant as a random effect (Fig. 2).

The LMM reported a significant main effect of
time window (F(2, 15985) = 988.00, p < .001). Contrast
analyses (Bonferroni correction) indicated a higher HR for
Reactivity compared to Resting (z = 37.31, p < .001) and
Recovery (z = 39.548, p < .001), as well as lower HR for
Recovery compared to Resting (z = -2.828, p < .05).

The LMM reported a significant interaction
between time window and perceived stress (F(2, 15985) =
130.60, p < .001). Contrast analyses (Bonferroni correction)
showed a higher HR for the Perceived stress group
compared to the Non-perceived stress group during
Reactivity (z = 4.25, p < .001) and Recovery (z = 2.49, p <
.05), but no HR change during Resting (z = -0.006, p > .05).

The LMM reported a significant interaction
between time window, perceived stress and group (F(2, 15985)

= 77.29, p < .001). Contrast analyses (Bonferroni correction)
indicated within the Perceived stress group, no change in
HR between the control and stimuli groups for Resting (z =
-0.015, p > .05), Reactivity (z = 0.839, p > .05), and
Recovery (z = -0.235, p > .05). However, within the No
perceived stress group, a lower HR was observed in
Reactivity for the stimuli group versus control group (z =
-2.824, p < .05), but any HR change was reported between
the stimuli and control groups regarding Resting (z = -0.006,
p > .05) and Recovery (z = 0.300, p > .05).

Fig. 2. HR responses.

4. Discussion
The aim of the study was to determine whether

perceptual stimuli could have a safety benefit for drivers, by
reducing the stress experienced when regaining control of
the vehicle after a monotonous episode in automated
driving.

The results indicate that providing perceptual
stimuli during automated driving reduced the overall level of
perceived stress during TOR. The overall level of reduced
perceived stress may be explained in part by the fact that
only a third of participants (N = 8) in the stimuli group
reported feeling stress, compared with two-thirds (N = 17)
in the control group, suggesting that perceptual stimuli may
contribute to stress-free perception of TOR.

The results reveal that overall, an increase in HR
was observed in both groups from the moment the system
asked participants to prepare to resume control (i.e. during
Reactivity) and beyond control regaining (i.e. during
Recovery). Similar increase in HR was previously observed
in driving for various road hazards (Johnson et al., 2011;
Schmidt-Daffy, 2013) including emergency TOR (Kerautret
et al., 2023a), and was interpreted as a stress response akin
to flight defensive behaviour (Kerautret et al., 2023b).

The outcomes also show that HR after the request
to TOR preparation (i.e. during Reactivity and Recovery)
was greater for the participants who declared perceived
stress, compared to those who reported non-perceived stress.
This result is similar to that of a previous study which
showed that perceived stress modulated the amplitude of HR
response after exposure to road hazards (Kerautret et al.,
2022).

Finally, participants (N = 15) exposed to perceptual
stimuli and claiming not to have perceived stress showed a
lower HR increase during Reactivity, compared to
participants (N = 6) also claiming not to have perceived
stress but not being exposed to perceptual stimuli. This
result, combined with the lower number of participants who

2
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perceived stress in the stimuli group, suggests that
perceptual stimuli presented a first benefit in reducing the
likelihood of experiencing stress during TOR preparation,
and a second benefit in reducing the increase in HR in the
majority of participants.

5. Conclusions
These preliminary results encourage the use of

perceptual stimuli during automated driving episodes likely
to induce PF. Indeed, by counteracting the deleterious PF
effects (i.e. excessive loss of alertness), certain perceptual
stimuli could have the advantage of preserving attentional
resources and thus preventing excessive stress when it is
required to regain control of the vehicle.
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The use of partially automated or SAE L2 vehicles is expected to change the role of the human driver from operator to 
supervisor, which may have an effect on the driver’s cognitive workload and visual attention. In this study, 30 Ontario 
drivers operated a 2022 Tesla Model 3 in manual and Autopilot/L2 mode. Cognitive workload was measured by means 
of the Detection Response Task, and visual attention was measured by means of coding glances on and off the forward 
roadway. No difference in cognitive workload was found between driving modes. However, during L2 driving, drivers 
spent less time glancing at the forward roadway, and more time glancing at the vehicle’s touchscreen. These data add to 
our knowledge of how vehicle automation affects cognitive workload and attention allocation. They also show potential 
safety risks that the adoption of partially automated driving may have on driver distraction. 

 

1. Introduction 
The Society of Automotive Engineers defines six 

levels of automated driving systems from fully-manual to 
fully-automated (SAE, 2021). A level 2 system maintains 
control of the vehicle’s longitudinal and lateral behaviour and 
the human driver is responsible for actively monitoring its 
functioning and resuming manual control whenever 
necessary. The adoption of these systems comes with 
intended safety benefits. Yet, a still limited yet growing body 
of research has shown some potential safety risks of operating 
L2 systems. The Human Factors literature posits changes in 
drivers’ cognitive workload as a potential risk associated with 
operating L2 systems. When in L2 mode, the role of the 
human driver will switch from that of vehicle operator to that 
of vehicle supervisor (Biondi et al., 2019; Cabrall et al., 2019). 
We hypothesize that such drastic transition in the driver’s 
responsibilities will result in a decline in cognitive workload 
that is accompanied by a reduction in their ability to 
effectively monitor the functioning of the L2 system (Merat 
et al., 2019; Strayer et al., 2020).  Consistent with this 
hypothesis, prior work observed a reduction in cognitive 
workload when the L2 system was operational (Biondi et al., 
2018; Heikoop et al., 2019). Conflicting findings come from 
the studies by Strayer and colleagues (Lohani et al., 2021; 
McDonnell et al., 2021) wherein no differences in cognitive 
workload were observed between manual and L2 driving.  

Changes in cognitive workload are expected to 
influence the driver’s ability to maintain visual attention 
toward the driving task when the L2 system is operational. It 
is hypothesized that drivers might seek engagement in non-
driving activities in conditions of boredom as a way to 
counter the declining cognitive workload – a phenomenon 
known as proactive self-regulation (Strayer & Fisher, 2016). 
With this, it is expected that they will spend less time 
attending to the driving task and more time allocating 
attention to driving-unrelated activities. Work by Gaspar and 
Carney (2019)  shows that, when the L2 system is operational, 

drivers spend more time glancing at the in-vehicle 
touchscreen (see Gershon et al., 2023, and Noble et al. 2021 
for similar results). 

With this in mind, this study’s objectives are: 1) 
investigating the effect that L2 driving has on cognitive 
workload, and 2) exploring the relationship between 
cognitive workload and drivers’ visual attention.  

2. Method 

2.1 Participants 
30 volunteers (13 females) participated in this study. 

Their average age was 22 years old and standard deviation of 
age was 4.36 years. A University of Windsor Research Ethics 
Board approval (REB #20-141) was obtained for the study. 

2.2 Design 
A factorial design with one independent factor: 

driving mode, was adopted in this study. Participants drove 
the vehicle in one of two modes: manual or L2. Dependent 
measures included: performance to the ISO DRT; total eyes 
off the road time (TEORT). Other metrics including the total 
glance time by area of interest (AOI), and average and 
maximum glance duration by AOI were recorded and 
analysed but are not included here due to the word restriction. 

2.3 Equipment 
Vehicle. A 2022 Tesla Model 3 was used for the study, 

which can be driven in either manual, L1 or L2 mode. Our 
analysis will focus on the comparison between manual and 
L2 driving. DRT. The vibrotactile version of the ISO DRT 
was used in the study. Upon the presentation of a vibrotactile 
stimulus which occurred every 3–5 s, participants were 
instructed to press the microswitch as fast as possible. 
Reaction times (RT) in milliseconds were recorded. Cameras. 
The vehicle was retrofitted with three GoPro cameras that 
offered views of the driver, the forward roadway, and the 
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touchscreen. Four areas of interest (AOI) were identified: 
forward roadway, side mirrors, rearview mirror, and 
touchscreen. Each drive was analysed by two coders and any 
discrepancies in the coding were reviewed for consistency by 
a third coder. A Cohen’s kappa of 0.85 was found indicating 
very strong consistency agreement. Total eyes off the road 
time (TEORT) was calculated as the summation of all glance 
durations to all AOIs other than the forward roadway during 
a sample interval in seconds. This represents an established 
metric for measuring the safety of secondary tasks (Monk et 
al., 2023; NHTSA, 2013). Total glance time by AOI, average 
and maximum glance durations by AOI were also calculated 
but are not presented here due to the word limit. 

2.4 Procedure and analysis 
Participants drove on the section of Ontario highway 

401 between Windsor and Chatham twice: one in manual 
mode and one in L2 mode. The order of the two drives was 
counterbalanced. Each drive had a duration of 40 minutes and 
was kept consistent across participants. Participants were 
instructed to take exit 81 in Chatham and park at a gas station 
where they could take a 15-minute break. After the break, 
they re-entered the highway in the opposite direction and the 
second drive begun. The second drive ended at exit 13 in 
Windsor at which point participants were instructed to drive 
back to the University of Windsor campus. The experimental 
phase took up to 2 hours. Bayes factor analyses were 
conducted to investigate the effects of the factor driving mode 
on the dependent measures (Held & Ott, 2018; Quintana & 
Williams, 2018). 

3. Results 

3.1 Investigate the effect that L2 driving has on 
cognitive workload. 

DRT performance was analysed for this objective. A 
Bayesian t-test with mode (2 levels: manual, L2) was 
conducted to investigate differences between the two modes. 
A BF of 0.33 was found indicating that no differences in 
average RT were found between manual (M = 541 
milliseconds) and L2 mode (M = 551 milliseconds). 

3.2 Explore the relationship between cognitive 
workload and drivers’ visual attention. 

TEORT, total glance time, average and maximum 
glance durations were analysed for this objective, but only 
TEORT is presented here. Figure 1 shows TEORT in manual 
and L2 mode. A Bayesian t-test was conducted to investigate 
the effect of mode on TEORT. A BF of 180.53 was found 
indicating strong evidence that TEORT increased when 
drivers operated the vehicle in L2 mode. Whereas TEORT 
averaged approximately 100 seconds or approximately 4% of 
the entire drive time in manual mode, it increased to 200 
seconds on average of approximately 8% of the entire drive 
time in L2 mode. 

  
Figure 1. Violin plot showing TEORT distributions by 

mode. The red dots represent average TEORT in the two 
modes: SAE level-2 partial automation, and manual driving. 

 

 
 

4. Discussion 
This study’s first objective was to investigate the 

effect that L2 driving had on cognitive workload. Analyses 
conducted on DRT RT and accuracy revealed Bayes factors 
of 0.33 and 0.21, respectively. Adopting Lee and 
Wagenmakers (2013)’s interpretative model, these indicate 
moderate evidence in support of the null hypothesis that no 
difference in cognitive workload were found between manual 
and L2 driving. This pattern is consistent with prior work by 
Lohani et al. (2021) where drivers’ cognitive workload was 
not affected by driving mode. When the L2 system is 
operational, drivers are no longer in charge of steering or 
controlling the accelerator or brake pedals. Human Factors 
literature on vehicle automation suggest that this may result 
in a reduction of the driver’s cognitive workload, a hypothesis 
that appears not to be supported by our data. 

This study’s second objective was to further 
investigate the effect of L2 driving on drivers’ glance 
allocation, and its relationship with cognitive workload. 
Analyses revealed an increase in the total eyes of the road 
time in L2 mode with participants glancing away from the 
forward roadway an average of 200 seconds or 8% of the 
entire drive time in L2 mode and 100 seconds or 4% of the 
entire drive time in manual mode. Looking at figure 1 it is 
also interesting to note the wider distribution in L2 mode 
suggesting that, whereas TEORT was relatively homogenous 
during manual driving, it became more variable when the L2 
system was operational with some participant’s TEORT well 
exceeding 300 seconds or approximately 12% of the entire 
drive time. This pattern finds support in the work by Gaspar 
and Carney (2019) and Noble et al. (2021) that also found an 
increase in TEORT during L2 driving.  

Our study has limitations. First, participants were not 
experienced L2 system users, which may limit the 
applicability of our findings. It is also worth noting that, 
although no difference in DRT performance was found 
between manual and L2 driving, the two conditions may still 
have required distinct levels of driving demand. 

5. Conclusions 
Findings for objectives 1 and 2 show that, while 

drivers’ cognitive workload appeared to be unaffected by 
driving in L2 mode, drivers spent more time looking away 
from the road when the Autopilot system was engaged. When 
combined with the existing literature on partial automation, 
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we speculate that, when the L2 system is engaged, drivers 
may be more inclined to look away from the road to 
counteract boredom. It follows that the risk of driver 
inattention toward safety-relevant events in the driving scene 
may be greater when the L2 system is active. 
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Abstract: Assisted driving with infrequent need for driver input can lead to driver disengagement. A test track study 
was analyzed to investigate whether drivers’ eye, steering, and hands on wheel behavior during uneventful assisted 
driving could be used to classify drivers’ response to a conflict at the end of the drive. Long off-path glances, no driver 
steering input, and hands off wheel all increased the risk of a crash/near-crash. On the other hand, highly active 
steering, and large variation in lane position indicated of driver engagement, even for participants with many long off-
path glances. To reliably assess driver disengagement during assisted driving, it is highly beneficial to combine eye, 
steering and hands on wheel behaviors.  
 

1. Introduction 
Assisted driving systems (level 2; SAE International 

2021) are evolving towards highly reliable performance for 
extended periods with little or no need for driver input. This 
leads to passive supervising which could result in reduced 
vigilance, mind wandering, increased secondary task 
engagement, and reduced eyes on path (Dunn et al, 2021, 
Körber et al, 2015; Morando et al, 2021), also referred to as 
driver disengagement (Lee et al., 2014). Introducing hands 
off driving enables manual secondary tasks, removes system 
feedback through hand to steering wheel contact (Mueller et 
al, 2021), and delays response to lateral control events 
(Larsson et al, 2022; Garbacik et al, 2021). 

Several behaviors can be observed to assess driver 
engagement, including steering wheel torque input, hands 
on/off steering wheel, and visual behavior. In a previous test 
track study, 28% of the participants crashed with a conflict 
object after 30 minutes of highly reliable supervised assisted 
driving (Victor et al, 2018). Here, almost all crashers either 
had low levels of eyes on path, long visual response times to 
attention reminders, or displayed gaze concentration to the 
forward path during the drive (Tivesten et al, 2019). 
Interestingly, whether they had their hands on the wheel or 
not did not influence their conflict response (Pipkorn et al, 
2021).  

Streubel et al (2024), replicated the test setup in Victor 
et al (2018), using a level 2 system that required much lower 
steering wheel torque input to override lane centering 
compared to Victor et al (2018). Information about system 
capabilities and whether hands-off was allowed or not was 
varied between participants. Overall, 22 % of the participants 
had a crash or a near-crash. Crashes/near-crashes happened in 
all test conditions.  

In this paper, we further analyze the data from this test 
with the aim to investigate whether metrics related to eye, 
steering and hands on wheel behaviors during uneventful 
driving can be used to classify whether participants are likely 
to crash/near-crash or not. 

2. Method 

2.1 Procedure and dataset 
The dataset includes 54 participants from a test track 

study described in Streubel et al (2024) with available data on 
eye, steering, and hands on/off wheel. The participants 
experienced 30 minutes of uneventful assisted car following, 
completing 5 laps on a test track. At the end of the drive, the 
lead vehicle cut-out and revealed a balloon car (approx. 3 
seconds time to collision). The participants needed to steer to 
avoid a crash.  

A development level 2 system was used with lane 
centering and distance keeping characteristics similar to an 
in-production Pilot Assist system. The system did not provide 
any steering or attention reminders. All participants were 
instructed to supervise the driving.  

A binary variable categorized participants according 
to conflict event severity: Crash/near-crash (yes/no). The data 
included vehicle signals (i.e., steering wheel torque, lateral 
position in lane) and manually coded time series from video 
(i.e., eyes on path, hands on wheel) from the complete drive. 
Four metrics were derived and included in the analysis: 
 

GD2: Number of off path glances longer than 2 seconds 
per hour of driving (N/h) 

ActTQ: Percentage of time with active driver steering 
torque input (%) 

HoW: Percentage of time with hands on wheel (%) 
SDLP: Standard deviation on lateral position (m) 
 
The GD2 metric included data from the complete drive 

since long glances are rare for some participants. The 
remaining metrics, all addressing lateral control, included 
data from the last lap only (i.e., the last 6 minutes prior to the 
conflict). See Appendix A for details. 
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2.2 Analysis 
Receiver operating characteristics (ROC) curves were 

plotted for each metric. One or a few thresholds were 
graphically selected for each metric using the ROC-curves. 
The performance of each indicator (i.e., a metric and a 
threshold) was determined based on the True Positive Rate 
(TPR) and False Positive Rate (FPR) in correctly classifying 
participants according to the categories crash/near-crash: 
yes/no.  

First, all pairs of specific indicators (i.e., low FPR) 
were combined using OR statements. Then, these pairs were 
combined with the most sensitive indicators using an AND 
statement. Two combinations with the highest performance 
(i.e., high TPR and low FPR) are presented in the results.        
 
 
 
 
 
 
 

3. Results 
The crashers/near-crashers generally have more long 

off-path glances (GD2), less time with active driver steering 
input (ActTQ), lower hands on wheel time (HoW), and lower 
SDLP compared to the participants that did not have a 
crash/near-crash (Table 1).  
   
Table 1: Descriptive statistics for each metric for the 
categories Crash/Near-crash (C/NC): no, yes. The left 
column shows the metric name and the Spearman correlation 
with the C/NC variable.  

Metric    
rs 
p   C/NC  

N Mdn M SD Min Max 

GD2 
0,227 

p = .098  

N/h no 42 12,6 21,0 25,0 0,0 108,6 

yes 12 33,8 38,6 30,9 0,0 88,6 

ActTQ 
-.481 

p < 0.001 

% no 42 53,5 50,2 34,8 0,0 95,3 

yes 12 0,0 12,1 21,3 0,0 61,4 

HoW 
-.414 

p = .002 

% no 42 100,0 83,0 35,0 0,0 100,0 

yes 12 1,9 41,6 50,8 0,0 100,0 

SDLP 
-.311 

p= .022 

m no 42 0,087 0,106 0,056 0,056 0,365 

yes 12 0,069 0,068 0,005 0,059 0,075 

 
 
 

 
Fig 1. ROC-curves for the four metrics. The metric name is 
indicated in each subplot and the selected thresholds are 
highlighted by red markers and blue letters.  
 

Table 2 shows that the most specific indicators (i.e., 
low FPR) are having little or no hands on wheel (HoWa,b), a 
high number of long off-path glances (GD2a), close to no 
active steering (ActTQa), followed by the lower threshold for 
long off-path glances (GD2b). On the other hand, low to 
moderate SDLP (SDLPa), and actively steering less than 62% 
of the time (ActTQb) are highly sensitive (TPR = 1) and less 
specific indicators since they include all crash/near-crash 
participants and approximately half of the remaining 
participants. 

    
Table 2: Performance of each metric, and threshold in terms 
of FPR, TPR, and accuracy. Each threshold has an assigned 
index (a, b, c) presented next to the metric name. Area Under 
the Curve (AUC) indicate the overall metric performance in 
the left column. 

Metric   Threshold Unit FPR TPR Accuracy 

(AUC)             

GD2 a ≥ 44,31 N/h 0,095 0,500 0,815 

(0,658) b ≥ 18  0,357 0,750 0,667 

ActTQ a ≤ 0,022 % 0,119 0,667 0,833 

(0,832) b ≤ 62  0,548 1,000 0,574 

HoW a = 0 % 0,071 0,500 0,833 

(0,758) b ≤ 3,9  0,095 0,583 0,833 

  c ≤ 99,1  0,310 0,750 0,704 

SDLP  a ≤ 0,075 m 0,452 1,000 0,648 

(0,724)             
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Fig. 2. Classification performance of crash/near-crash for 
single and combined indicators.  
 
Fig. 2 shows the two combinations of indicators with high 
performance, and the individual indicators included in these. 
The logic for these combinations is presented in Table 3.   

For instance, Combined 1 classify a participant as 
positive (i.e., a likely crash/near-crash outcome) if they have 
both low to moderate SDLP (SDLPa), combined with either 
many long off-path glances (GD2b), or no hands on wheel 
(HoWa), or both (GD2b and HoWa). In combined 2, almost 
no active steering (ActTQa) is simply replacing no hands on 
wheel. 
 
Table 3: The definition and performance of the combined 
metrics and thresholds 
Combinations FPR TPR Accuracy 

        
Combined 1 
(GD2b OR HoWa) AND SDLPa 0,190 0,917 0,833 
Combined 2 
(GD2b OR ActTQa) AND SDLPa 0,214 1,000 0,833 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

4. Discussion 
Overall, the results suggest that it is advantageous to 

combine visual and lateral control indicators to assess driver 
disengagement. This is a different outcome compared to 
(Tivesten et al, 2019; Victor et al, 2018), which found that 
visual behavior alone indicated driver disengagement. A 
possible explanation for this difference is that the drivers in 
the present study could override the vehicle lane centering 
force at a much lower steering wheel torque, compared to the 
previous study. Consequently, most drivers actively steered 
during the drive, and this seems to have secured driver 
engagement. However, if active driver steering requires too 
much effort it may cease, which means metrics of visual 
attention would remain the only way to assess driver 
engagement. Off-path glances longer than 2 seconds were 
more common for the crash/near-crash participants, a result 
that is consistent with Tivesten et al (2019). In addition, 
periods without driver steering and hands off wheel seems to 
increase the risk of a crash/near-crash. Even when visually 
attentive, one participant crashed after driving hands off. 
Designing the functions so that hands on wheel remains a 
natural and intuitive driver behavior also during assisted 
driving thus seems important, both to maintain driver 
engagement and to be able to detect disengagement. 

Further research is needed to understand whether these 
findings generalize to other driver populations and contexts. 
Additional experiments could investigate how altered 
feedback strategies, such as different time intervals for hands 
on wheel or steering reminders, might influence driver 
engagement. Future analysis will also include additional 
metrics and analysis methods to further explore this topic. 
 
 

5. Conclusions 
This study found several indicators of driver 

engagement and disengagement in assisted driving.  A high 
percentage of active driver steering input and high SDLP 
seems to secure driver engagement, while periods without 
driver steering or hands off wheel indicate driver 
disengagement. In addition, when there were no or moderate 
driver steering, long off-path glances indicated driver 
disengagement. It follows that eye, steering, and hands on 
wheel metrics needs to be combined to assess driver 
engagement.  
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Appendix A: Definitions of metrics, thresholds, and categories. 
Heading Category Description 

Video (@30 Hz) 
  Driver face/upper body   
  Steering wheel   
  Forward roadway   
Vehicle Signals (@100 Hz) 
  Steering wheel torque (Nm) Signal from steering wheel torque sensor that mainly measure the 

torque that the driver applies to the steering wheel.  
  Lateral position (m) Measures lateral distance between the midline of the car and the 

center of the travel lane.  

Time series based on manual coding of videos from complete drive (@30 Hz) 
  Eyes on path Binary time series for eyes on (1) versus eyes off path (0) 
  Hands on wheel Binary time series for hands on (1) versus hands off steering wheel 

(0). Hands on include any hand to steering wheel contact. 
Metrics – aggregated during the complete drive or last lap (i.e., last 6 minutes excluding the conflict) 
 GD2 The number of off-path glances longer than 2 seconds per hour of 

driving during the complete drive [N/h] 
 ActTQ The percentage of time with driver active steering during last lap 

[%]. Active driver steering is defined as steering wheel torque 
outside a corridor [-0.4;0.25 Nm]. All hands-off driving were fully 
within this corridor. 

 HoW The percentage of time with hands on wheel during last lap [%]. 
 SDLP Standard deviation of the lateral position during last lap [m] 
Crash/near-crash (C/NC): yes/no 
 yes This category included 12 participants that either had a crash or a 

near-crash during the conflict at the end of the drive.  
In total, 6 participants had a crash (i.e., car-object impact), and 6 
participants had a near-crashes. Near-crashes included a lateral 
distance to the balloon car less than 0.5m, or steering onset less 
than 1.1s TTC (time to collision) based on cluster analysis 
presented in Streubel et al (2024).  

 no This category includes the remaining 42 participants that did not 
have a crash or near-crash. 

Participants    
 Inclusion criteria Volvo cars employees with a valid Swedish driver license. At least 

5000 km driving during the last year. 
 Exclusions criteria If working with ADAS or AD product development, or if they had 

participated in a similar study before. 
 Age Between 24 - 68 years (M = 40.3, SD = 12.4). 
 Gender 12 females and 42 males. 
 Experience with assistance 13 participants had experience with Pilot Assist or similar level 2 

systems. 
23 participants had some experience with ACC and LKA. 
18 no experience with these systems. 

  
Previous analysis in Streubel et al (2024) did not reveal any differences between participants with 
respect to age, gender, system experience dependent on whether they had a crash/near-crash or 
not. 
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Abstract: The objective of this study was to evaluate the effect of both cognitive load and visual distraction on drivers’ 
takeover performance during an SAE Level 2 automated drive. A driving simulator study was conducted where drivers 
needed to take over control during a safety critical scenario, while i) engaged in a 2-back task (cognitive load), ii) during 
ambient occlusion of the scene (visual distraction) or iii) a combination of both. Results show that drivers have their 
performance compromised by a combination of cognitive load and visual distraction. The results are useful for 
development of future driver state monitoring technologies. 
 

1. Introduction 

1.1 Visual distraction and takeover performance 
Vehicle automation technology makes drivers more 

prone to visual distractions and non-driving related activities 
(Carsten et al., 2012), removing them from the control loop 
required for safe resumption of manual driving (Merat et al., 
2019). However, regulations for level 2 (L2) vehicle 
automation (SAE, 2021) still require drivers to be able to 
resume control, whenever the automation reaches a system 
limitation. 

Visual distraction has detrimental effects on drivers’ 
safety (Young et al., 2009), also affecting their ability to 
retain the correct information about their surrounding 
environment (see Polani, 2011; Klyubin et al., 2007), 
reducing their situation awareness (SA, Endsley, 1995). Good 
SA during automation is also required for the safe resumption 
of control in case of system limitations (Merat et al., 2019). 
Results from L2 driving simulator studies have shown the 
negative impact of visual distraction on takeover performance 
(e.g., Zeeb et al., 2015, Louw et al., 2016, Li et al., 2021). The 
tendency for drivers to look away from the forward roadway 
during automated driving has been one motivation for the 
recommended integration of Driver Monitoring Systems 
(DMS) in vehicles (Euro NCAP, 2022). Based on these 
recommendations, camera-based DMS typically use the 
amount of time drivers take their eyes away from the roadway 
to warn drivers, or disengage the automated system.  

1.2 Cognitive load and takeover performance 
Another factor that seems to be detrimental for drivers’ 

takeover performance is their cognitive load. For manual 
driving, Engstrom et al. (2017) suggest that drivers’ 
capability to detect context-relevant information about the 
road environment may be diminished by cognitive load. 
Liang & Lee (2010) and Broadbent et al. (2023) have 
suggested that drivers under cognitive load are less likely to 
scan the environment.  

Yang et al. (2022) have reported that in L2 automation, 
drivers fail to detect peripheral visual stimuli that are more 
20° away from the road centre. Drivers’ gaze dispersion is 
also compromised by a cognitively-loading task (Wilkie et al., 

2019). High cognitive load also affects takeover reaction time 
and vehicle control after a takeover (Du et al., 2020; Lu et al., 
2021; Melnicuk et al., 2021). 

1.3 Study aim 
The use of intermittent ambient occlusion is a popular 

technique for inducing visual distraction in driving simulator 
studies (Pettitt et al., 2006; Kujala et al., 2023). The technique 
is used to mimic the effects of drivers’ long glances away 
from the road, when they engage with visual tasks, such as 
looking towards in-vehicle devices.  

The n-back task has been used successfully to study the 
cognitive (non-visual) effect of in-vehicle tasks, such as 
hands-free mobile phone conversations (Mehler et al., 2011; 
Stojmenova & Sodnik, 2018).  

Therefore, to study the effect of visual and cognitive 
distraction, and their combined influence on transition of 
control from L2 automation, drivers’ take-over performance 
after a period of i) ambient occlusion, ii) 2-back task, and iii) 
the combination of the two tasks was investigated.   

2. Method 

2.1 Participants 
A total of 31 (13 female) drivers, aged from 22-56 

years old (M = 38.02 years, SD = 12.03 years) took part in 
this study. All drivers had at least 3 years’ experience driving 
in the UK, drove at least twice a week (average annual 
mileage of 12432 miles) and had no previous experience with 
vehicle automation.  

2.2 Apparatus  
The University of Leeds Driving simulator, a 6-degree 

of freedom motion-based driving simulator, with a projection 
angle of 300 ° was used for this study.  

2.3 Design and procedure 
The experiment followed a 3x2 repeated measures 

design, with the distraction manipulation (occlusion, 2-back, 
2-back+occlusion), and event criticality (critical takeover, 
non-critical takeover) as the independent variables. 
Participants completed a single experimental drive, with a 
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total of ten driving automation events, in a fully 
counterbalanced order. 

Participants drove on a 3-lane motorway, with 
ambient surrounding traffic, assisted by an L2 automated 
system (SAE, 2021). The automation controlled both the 
lateral and longitudinal movement of the vehicle, keeping it 
in the middle of the centre lane, at a constant speed of 70 mph. 
Each of the ten events lasted 2 minutes and 20 seconds, and 
drivers were instructed to always monitor the environment. 
They were required to resume manual control at the end of 
each section, in response to a takeover request (TOR). Drivers 
were also told that they could resume control at any time if 
they felt the need to do so, for example, to avoid a potentially 
safety-critical situation. An auditory tone was used as the 
TOR, accompanied by a flashing red steering wheel icon, 
presented on the instrument cluster. 

During each event, participants encountered one of the 
three types of distraction. Each distraction condition began as 
soon as automation was engaged, until the TOR was provided. 
Three of the ten automation events ended with a safety-
critical situation (one for each of the three distraction 
conditions). The other seven were treated as ghost trials, to 
avoid a well-learnt response by drivers.  

The safety critical situations were characterized by a 
hard brake from the lead vehicle in the middle lane, which the 
automated system was unable to manage. This lack of 
response from the automation created the likelihood of a 
collision at a time-to-collision (TTC) of 3s. For these events, 
the TOR was issued when the TTC was at 2s. The distraction 
conditions are outlined further below.  

2.3.1 Ambient occlusion 
The occlusion manipulation (Senders et al., 1967) 

occurred every 9 seconds. For each 9-second period, the 
driving scene was overlayed with an opaque screen for 3s, as 
shown in Fig 1.  The mirrors and the dash area, which 
included the instrument cluster, were all occluded during this 
3-second period.  

 

 
Fig 1: Example of the ambient occlusion. 

2.3.2 The 2-Back task 
An auditory version of the 2-back task (Mehler et al., 

2011) was used to simulate a cognitively-loading condition, 
with no visual or manual element. Participants heard a series 
of random numbers, ranging from 0 to 9 through the car’s 
speakers, presented every 2s over the course of the automated 
drive. Drivers were asked to repeat verbally, the second-to-
last number they heard in the list.  

3. Results 
Drivers’ takeover response to the critical events was 

measured using the time between the moment the lead vehicle 
started braking, to when drivers turned their steering wheel 
more than 2° or pressed the brake pedal over 1° (see Louw et 
al., 2018). To study the effect of each distraction 
manipulation on takeover performance, a one-way ANOVA 
was conducted on drivers’ reaction time to the critical events. 
Results showed a significant effect of distraction 
manipulation [F (4, 104) = 3.475, p = .019, ηp2 =.197], where 
drivers in the “2-back + occlusion” condition presented 
significantly higher reaction times compared to the other two 
conditions (Fig 2). The test also found a significant effect of 
event order as a covariant [F (4, 104) = 16.354, p <.001, ηp2 
=.192], where drivers were slower to react in their first trial, 
suggesting learning effects for the takeover response. 

 

 
Fig 2: ANOVA results. 

To confirm whether drivers were successfully 
monitoring their environment and able to detect safety-
critical events, we compared the likelihood of drivers reacting 
to the braking lead vehicle before the TOR was issued, across 
the 3 conditions. Chi-squared tests (Fig 3) showed a 
significant difference across the conditions [X2 (2, 93) = 
14.63, p=.001], where no driver was able to react before the 
TOR for the “2-back + occlusion” condition.  

 
Fig 3: Chi-squared results. 

4. Discussion and Conclusions 
This reaction time analysis of takeover performance 

suggests that the combination of both visual distraction and 
cognitive load together compromises drivers’ reaction time to 

143



3 
 

a TOR. Analysis of drivers’ reaction to the lead vehicle before 
the TOR also suggests that the combined tasks were 
particularly challenging for drivers, suggesting that this 
condition reduced drivers’ ability to respond to safety critical 
events.  
Polany (2011) and Klyubin et al. (2007) have demonstrated 
that the taxation of drivers’ working memory may affect their 
information processing capabilities of dynamic environments. 
The results of this study suggest that this diminished 
capability to process dynamic information magnifies the 
impairments in object detection, caused by cognitive load, as 
suggested by Engstrom et al.’s (2017) framework. 

Capturing visual attention and driver engagement in 
consumer ratings represents a logical first step. The findings 
from this study suggest that cognitive load be considered for 
inclusion in future policy updates.  
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Partially automated vehicles pose concerns for driver disengagement and distraction, especially in construction zones, 
prompting this study's investigation into their impact on visual attention. Using a factorial design, the study examines 
driving modes (manual and level 2) and zones (preconstruction, construction, post-construction) with dependent 
measures including total glance time per Area of interest (AOI) and total eyes-off-the-road time (TEORT). Thirty 
participants drove a Tesla Model 3 on Ontario Highway 401, with visual attention examined through video coding. 
Results show that during partially automated driving, participants spent more time glancing at the touchscreen, 
especially in construction zones. However, time spent checking mirrors remained consistent across modes and zones. 
These findings suggest potential distractions and increased non-driving related tasks during partially automated 
driving, highlighting the need for further research in this area.  
 

1. Introduction  
The levels of automated driving systems, as defined 

by the Society of Automotive Engineers, range from level 
0 (manual) to level 5 (full automation) (SAE, 2021). Level 
2 or partially automated systems are responsible for tasks 
such as accelerating, braking, and steering, with the human 
driver being in charge of supervising the system and 
taking control when necessary.  

With the role of the driver transitioning from vehicle 
operator to system supervisor, a Human Factors concern 
with partially automated systems is that drivers may be 
more likely to disengage from the supervisory task when 
the automated system is engaged. Recent studies show 
that, when in partially automated mode, drivers may 
experience a reduction in cognitive workload possibly as a 
result of increased boredom (Biondi et al., 2023; 
McWilliams & Ward, 2021). It follows that, instead of 
continuing to pay attention to the road, they may be more 
inclined to engage in potentially distracting activities 
(Noble et al., 2021), which are known to have a negative 
impact on road safety. 

The issue of to what extent partially automated 
driving is detrimental to cognitive workload and attention 
allocation is even more important when operating these 
vehicles in construction zones. Construction zones present 
unique challenges, including reduced road visibility, 
unexpected traffic changes, and speed fluctuations. Recent 
data from the National Safety Council (2023) show that 
fatalities in construction zones have risen by 60% since 
2010. It follows that for partially automated systems to be 
deemed safe, more needs to be known on how their use 
influences drivers’ workload and attention allocation in 
construction zones.  

This study tackles this issue by measuring drivers’ 
behavior when at the wheel of a partially automated 
vehicle through a construction zone. Participants drive a 
2022 Tesla Model 3 on a section of Ontario Highway 401 
in either manual or partially automated mode through 
construction and non-construction zones. Visual attention 

is assessed via measuring drivers’ glance time and total 
eyes-off-the-road-time (TEORT).  

 
2. Method 

1.1 Participants 
Thirty participants (13 females, average age 22 ± 4.36) 

were recruited from the University of Windsor. Eligible 
participants held valid driver's licenses, had no at-fault 
accidents in the past 2 years, had corrected-to-normal vision, 
completed a 45-minute defensive driving course, and were 
fluent in English. 

1.2 Design 
A factorial design with 2 independent variables were 

used in this study: driving modes (2 levels: manual and L2), 
and zones (3 levels: preconstruction, construction, post 
construction). The dependent measures are total glance time 
by area of interest (AOI), total eyes off road time (TEORT).  

1.3 Equipment 
A Tesla Model 3 equipped with adaptive cruise 

control, lane-keep assist, automated steering, and automated 
acceleration and braking was used. Three GoPro HERO8 
Black cameras recorded participant view, front view 
capturing construction zones, and touchscreen view (See 
Figure 1). 

 

Figure 1: (A) Participant View, (B) Front View, (C), 
Touchscreen View. 

A B 

C 
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1.4 Route 
Participants familiarized themselves with the vehicle 

by driving around the University of Windsor campus before 
the experiment. They then drove on a section of Ontario 
Highway 401 in both manual and L2 mode (counterbalanced 
across participants and each lasted for 40 minutes). The 
research associate was always seated in the back. 

1.5 Glances 
Both participant and front view videos were manually 

coded. Two researchers coded participant view videos to 
identify four AOIs: front road, touchscreen, side mirrors, and 
rearview mirror. See Figure 2 for more details.  Discrepancies 
were resolved by a third coder. An inter-rater reliability 
analysis yielded a strong Cohen’s Kappa of 0.85 between the 
two coders. The front view videos were coded by a single 
researcher to identify construction zones, including 
preconstruction 1, construction 1, postconstruction 1, 
construction 2, postconstruction 2, construction 3, 
postconstruction 3, and construction sign. However, data 
analysis excluded zones except preconstruction 1, 
construction 1, and postconstruction 1, due to limited 
participant experiences. 

 
Glance Coding Definitions 
Front road 
(Blue) 

Any glance made at the forward roadway 
even if they look at the center or right to 
inspect the road  

Touchscreen 
(Purple) 

Any glance made at the instrument panel 

Side mirrors 
(green) 

Any glance made the left and right-side 
mirrors 

Rearview 
mirrors 
(Yellow) 

Any glance made at the rearview mirror.  

 

1.6 Procedure 
Participants were provided with a Tesla Model 3 

Autopilot training video three days prior to the study to 
familiarize themselves with the system. Upon arriving at the 
garage where the Tesla was parked, participants were 
screened for alcohol, caffeine, and drug use. Those with 
recent consumption or excessive intake were excluded. They 
then received a detailed study introduction, including 
procedures, risks, and benefits. Following that Participants 
were familiarized with the vehicle by adjusting mirrors, seat, 

and steering wheel, and receiving instructions for manual and 
L2 driving.  

1.7 Statistical Analysis 
  Bayes Factor analysis was used to determine the 
effect of the independent variables on the outcome variables. 
Bayes factor analysis, chosen over traditional NHST, 
provides direct evidence against the null hypothesis. It offers 
three conclusions (support for null, support for alternative, 
and weak evidence without clear support) and quantifies the 
strength of evidence. The Bayes Factor (BF) determines the 
likelihood of the data under either hypothesis, with BF greater 
than 10 or less than 0.1 indicating strong evidence for the 
alternative or null hypothesis, respectively (Jeffrey 1935). 
Between 0.1 and 10 shows weak evidence for either 
hypothesis. Unlike NHST, BF analysis offers a more nuanced 
assessment of evidence. RStudio with BayesFactor package 
was used for this analysis. 

3. Results 
The aim of this analysis was to explore changes in 

visual attention during partial automation across various 
construction zones. Figure 2 illustrates the average 
percentage of time spent in each AOI and construction zone 
under different driving modes. See Appendix A for 
descriptive statistics. 

A Bayesian ANOVA was used to analyze the effect of 
mode and construction zone on average percent in each AOI. 
Results revealed significant effects of driving mode on 
TEORT, supported by extreme evidence (BF = 5462.32), 
with very strong evidence for the interaction between driving 
mode and construction zone (BF = 96.13). Although the 
influence of construction zone alone on TEORT was not 
significant, moderate evidence supported its effect (BF = 
0.08), along with extreme evidence for the combined effect 
of driving mode and construction zone (BF = 477.05). Similar 
patterns were observed for the touchscreen, where driving 
mode significantly influenced time spent looking at it (BF = 
4206.01), with very strong evidence for the interaction with 
both construction zone and driving mode (BF = 58.78). 
Construction zones alone showed moderate evidence for their 
effect (BF = 0.08). However, the impact on side and rearview 
mirrors differed, with weak evidence for driving mode's 
effect on side mirrors (BF = 1.82) and no effect on rearview 
mirrors (BF = 0.65). Similarly, construction zones had no 
significant effect on mirrors, supported by moderate evidence 
(BF = 0.1 for side mirrors, BF = 0.08 for rearview mirrors), 
as did their combined effect with driving mode (BF = 0.20 for 

Figure 2: AOI distribution and definitions. 
A B 
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side mirrors, BF = 0.05 for rearview mirrors). 

 

4. Discussion 
This study aimed to assess the impact of partially 

automated driving and construction zones on driver visual 
attention allocation. Results indicate a notable increase in 
TEORT during partially automated driving, particularly in 
construction zones, with participants averting their gaze 9.12% 
of the time compared to 3.2% during manual driving. While 
time spent checking side and rearview mirrors remained 
consistent across driving modes and zones, there was a 
notable rise in glances made at the touchscreen. Specifically, 
during L2 driving in construction zones, participants spent an 
average of 6.44% of the time glancing at the touchscreen, 
compared to 2.17% during manual driving. These findings 
are consistent with prior research by Zangi et al. (2022), 
suggesting increased engagement in non-driving related tasks 
(NDRT) during partially automated driving. Their study 
demonstrated that NDRT engagement during partially 
automated driving significantly impairs hazard perception, 
leading to fewer hazard identifications and glances. While 
this corresponds with the expectation of drivers potentially 
becoming complacent when driving with partially automated 
mode, it is also plausible that participants are spending more 
time looking at their touchscreen during partially automated 
and construction due to monitoring the system. The system 
did alert participants that partially automated mode would 
disengage since the lane markings were unclear. However, 
after the construction zone was complete their attention did 
not go back to the front road in the partially automated mode, 
they spent 8.94% of their total time glancing away from the 
road as opposed to 4.21% in manual mode.  Results also 
showed that during all AOIs none were affected by 
construction zone alone, but the evidence is moderate. 

While these findings add to the understanding of drivers’ 
behaviour changes with partially automated driving, it is 
important to note some limitations. Our study only looked at 
one construction zone out of the three identified due to not all 
participants experiencing all construction zones. Therefore, 
this data does not represent all the 2 hours driven, but only a 
portion of it. Future research should consider a controlled 
study that accounts for all participants experiencing different 
construction zones. In addition, this study only looked at 
investigating visual attention. Research has shown a link 

between visual attention and cognitive workload, with 
participants spending more time engaging in non-driving 
tasks due to boredom (Strayer & Fisher, 2016). 

 

5. Conclusions 
This study is among the first to examine how partially 

automated driving in construction zones affects visual 
attention. Our results revealed a rise in touchscreen glances 
and TEORT during partially automated mode in construction 
zones. While this study only covers a portion of the drive, 
future research could explore the full impact of partially 
automated on visual attention in construction settings. 
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Appendix A 
Descriptive statistics of the average percent of time 

spent in each AOI and construction zone by mode. Mean and 
standard deviation (SD) are included.  

 
L2 Mode 

AOI Construction Zone Mean (%) SD 
Front Road C1 90.8817638 8.443452 
Front Road PostC1 91.0614588 7.7769709 
Front Road PreC1 92.6964054 4.6728529 

Rearview Mirrors C1 0.6196172 1.0750927 
Rearview Mirrors PostC1 0.8622677 0.9218863 
Rearview Mirrors PreC1 0.8492432 1.1559533 

Side mirrors C1 1.583456 4.5059044 
Side mirrors PostC1 1.5014659 1.9120269 
Side mirrors PreC1 0.797333 1.0131959 
Touchscreen C1 6.4431926 5.5440541 
Touchscreen PostC1 6.4420201 5.9678039 
Touchscreen PreC1 5.6176139 3.9622046 

Manual Mode 
AOI Construction Zone Mean (%) SD 

Front Road C1 96.8072206 3.1085401 
Front Road PostC1 95.7994619 4.042855 
Front Road PreC1 95.8860299 4.1424215 

Rearview Mirrors C1 0.546681 0.7786921 
Rearview Mirrors PostC1 0.4855777 0.653759 
Rearview Mirrors PreC1 0.5430793 0.711732 

Side mirrors C1 0.3938245 0.5456739 
Side mirrors PostC1 0.5811187 1.1874089 
Side mirrors PreC1 0.4609881 0.6715558 
Touchscreen C1 2.1728321 2.3695262 
Touchscreen PostC1 3.0986047 3.2752481 
Touchscreen PreC1 3.093355 3.251724 
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Abstract: 
Distracted driving is a critical threat to road safety, leading to numerous motor vehicle crashes and fatalities. With the 
widespread of in-vehicle infotainment systems, particularly cell phones, the issue of driver distraction is increasingly 
exacerbated. To address the issue, this research aims to enhance the detection of distracted driving, specifically focusing 
on the usage of cell phones, through an integration of computer vision and deep learning methods. By leveraging the 
IVBSS dataset, which contains both driving videos and vehicle kinematic features, we aim to improve the effectiveness 
and robustness of driver distraction detection. The study employed OpenFace to identify facial features of drivers and 
YOLOv4 for object detection on cell phones. Three deep learning methods, including Hidden Markov Model, Support 
Vector Classification, and Long Short-Term Memory, are implemented to kinematic features extracted from vehicle 
data for early distraction classification. Additionally, the deep learning methods are compared and selected based on 
prediction performance and further modified to be trained with an extra input of the prediction result from computer 
vision methods. The fusion of these techniques can improve the detection of cell phone usage during driving scenarios, 
with promising accuracy and F1 scores. The findings suggest that integrating computer vision techniques with deep 
learning models can yield a robust framework for detecting distracted driving behaviors.  
 

1. Introduction 
Driver distraction is a serious public safety concern. In 

2021, 3522 people were killed in distraction-involved crashes 
(NCSA, 2023). The rise of in-vehicle infotainment systems, 
like cell phones, has introduced new distractions, increasing 
crash potential. Texting, for example, diverts drivers' eyes, 
hands, and attention from driving (Simons-Morton et al., 
2014).  

Numerous distraction detection systems have been 
developed to monitor driver’s behavior and mitigate potential 
crashes. Common approaches included image-based 
classification of head and eye gaze using interior cameras 
(Miyaji et al., 2009; Liu et al., 2015; Hari & Sankaran, 2021). 
Posture and hand position are also key research areas for 
detecting manual and visual distraction (Chang et al., 2020; 
Li et al., 2020). Driver’s cognitive state could also 
significantly influence driving performance (Kanaan et al., 
2019). Abnormal mean shifts of lateral speeds, steering wheel 
reversal rate, and prediction errors of lane positions were 
indicators of distracted driving (Li et al., 2017; Kountouriotis 
et al., 2016).  

The objective of this study is to identify whether 
drivers are engaged in secondary tasks (e.g., cell phone use) 
through computer vision and deep learning methods. Both 
video image data vehicle kinematic features are utilized to 
predict driver distraction. The best-performing deep learning 
methods were further modified with an extra input, the 
prediction result of the computer vision results. 

2. Method 
2.1 Data 

This study used data from UMTRI’s Integrated In-
vehicle Based Safety System Study (IVBSS) (Sayer et al.,  

 
2011). We analyzed 932 manually labelled distracted driving 
events from 58 drivers across 300 video clips. Valid clips 
were manually coded into binary variables indicating phone 
usage (true or false). 

We extracted face videos (head and eye positions), 
cabin videos (hand movements), and vehicle kinematic 
features (longitudinal speed, longitudinal acceleration, 
steering angle, and lateral speed). The data were saved at a 10 
Hz resolution, with 0.1-second intervals to capture driving 
dynamics accurately. Feature extraction was performed 
automatically using IVBSS tools and scripts. 

2.2 Video Image Processing 

2.2.1 OpenFace: 
OpenFace is a neural network-based face recognition tool in 
Python (Schroff et al., 2015). In the analysis, OpenFace was 
employed to identify driver face positions and calculate 
corresponding head pose locations. Furthermore, we used 
coordinate transformation to identify the relative eye-gaze 
locations regarding driver’s head pose (see Fig.1). 

2.2.1 YOLOv4: 
A limitation of OpenFace was that it relied on gaze directions, 
which ignored distraction when drivers’ face looking straight 
(e.g., phone conversation). The YOLOv4 image processing 
tool was explored to detect phone locations near the driver’s 
body (Bochkovskiy et al., 2020). An example of phone 
detection from the cabin videos are shown below (see Fig. 2). 
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                                  (a) 

 
                                 (b) 

Fig. 1.  Examples of driving episodes detected by OpenFace 
(a) distracted driving episode (looking off the roads), 

(b) Non-distracted driving (looking on the roads)) 

 

 
Fig. 2.  Detected cell phone use of a driver by YOLOv4 

2.3 Kinematic Feature Prediction 
Three deep learning methods were applied on the 

vehicle kinematic features, Hidden Markov Model (HMM), 
Support Vector Classification (SVC), and Long Short-Term 
Memory (LSTM). Each driver was assigned a model 
specifically trained on their data. 

2.3.1 Hidden Markov Model: 
The HMM is statistics-based model to inference 

hidden states from influenced observations (see Fig. 3). The 
hidden state was a discrete variable indicating distraction 
state.  
 

 
Fig. 3.  Hidden Markov Model 

2.3.2 Support Vector Classification: 
SVC is a machine learning algorithm widely used for 
classification (See Fig. 4). Each data sample contains 5, 10 or 
15 timestamps. The distraction state is 5 timestamps after the 
last one of the input data for early detections.  
 

 
Fig. 4.  Support Vector Classification Description 

2.3.3 Long Short-Term Memory: 
LSTM is a recurrent neural network architecture to 

model sequences and long-term dependencies effectively. 
LSTM cells include three main gates: forget (ft), input (et), 
and output (ot) gates, which regulate the flow of information 
and help preserve the error that can be backpropagated 
through time and layers (see Fig. 5). This architecture helps 
to mitigate the vanishing error problem, allowing the model 
to learn long-term dependencies in sequential data 
(Staudemeyer et al., 2019).  

 
Fig. 5.  LSTM Model Structure (Fu et al., 2022) 

3. Results 
3.1 Video Processing 

The performance of OpenFace and YOLOv4 were 
shown in Table 1. In the combined results, if either model was 
detected “distracted” for the data sample, the final output will 
be "distracted." 

Table 1 Video Processing Results 

 Accuracy F1 Precision Recall 
OpenFace 0.621 0.666 0.711 0.725 
YOLOv4 0.344 0.122 0.449 0.086 
Combined 0.628 0.676 0.710 0.739 
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3.2 Kinematic Feature Prediction 
The four vehicle kinematic features were analyzed 

through deep learning models, with parameters tuned via 3-
fold cross-validation. Table 2 shows the best models of two 
hidden states: {Distracted, Not Distracted} and three hidden 
states: {Pre-Distracted, Distracted, Post-Distracted}. Due to 
poor performance, the HMM was not considered further. 

Table 3 showed SVC performance across three 
different setups. The 15-timestamps model achieved the best 
performance. However, there existed a 20% gap between 
precision, signaturing biased results. 

Table 4 describes the LSTM model results. The 
longest timestamp achieved the best performance. While not 
promoting recall, LSTM increased the precision by 6%, 
showing its superiority in analyzing biased datasets. 

To improve accuracy, the combined video prediction 
results was included as an input (see Table 5). While the SVC 
performance did not improve much, the LSTM benefited 
greatly. The best model of LSTM with 15 timestamps and 
video results achieved 91% accuracy while the F1, precision 
and recall retained similar, showing that the bias was further 
decreased with the video prediction results. 

Extra variables were added to the feature space for 
better predictions, including longitudinal speed, longitudinal 
acceleration, lateral speed, lateral acceleration, lane offset, 
yaw rate, the variance within 1 second for the variables above, 
traffic and video prediction. The comparison of the 
performance given the old and new set of variables were 
shown in Table 6. The LSTM benefited most with an 4.7% 
increment in accuracy. 

A permutation importance analysis was conducted 
using the best LSTM to evaluate feature contributions (see 
Fig. 6). The "baseline" represents the model's accuracy 
without permutation, serving as a reference point. Video 
prediction was the most important feature, followed by the 
variance of lateral acceleration and yaw rate. Features below 
"traffic" had similar importance, while the remaining features 
had comparatively smaller feature importance. 

 
Fig 6. Permutation Feature Importance 

4. Discussion 
In general, the video only processing methods do not 

provide accurate prediction results. There are two possible 
causes and potential improvements: 
• The IVBSS video dataset was monochromatic and of low 

resolution. It is expected that the algorithms will perform 
better on colored video with higher resolution.  

• Manual coding of distracted video data can be improved, 
by considering the end of a distracting behavior for video 
labelling.  

Apart from video prediction, deep learning methods 
on the non-video driving data have displayed varied 
performances.  
• HMM, previously validated, achieved around 43% 

accuracy, possibly due to inconsistency of distraction 
event length. 

Table 6 Additional Driving Data Results 

 Accuracy F1 Precision Recall 
SVC (10,old) 0.771 0.801 0.733 0.935 
SVC (10,new) 0.772 0.813 0.747 0.953 
SVC (15,old) 0.788 0.810 0.746 0.937 
SVC (15,new) 0.797 0.826 0.768 0.944 
LSTM (5,old) 0.870 0.869 0.839 0.923 
LSTM (5,new) 0.911 0.904 0.895 0.923 
LSTM (10,old) 0.887 0.883 0.857 0.931 
LSTM (10,new) 0.944 0.940 0.930 0.958 
LSTM (15,old) 0.910 0.904 0.882 0.944 
LSTM (15,new) 0.957 0.954 0.946 0.969 
 

Table 3 SVC Results 

 Accuracy F1 Precision Recall 
5 timestamps 0.751 0.788 0.720 0.931 
10 timestamps 0.761 0.788 0.733 0.916 
15 timestamps 0.784 0.806 0.745 0.935 

 

Table 2 HMM Results 

 Accuracy F1 Precision Recall 
2 states 0.431 0.370 0.580 0.348 
3 states 0.417 0.340 0.572 0.311 

 

Table 4 LSTM Results 

 Accuracy F1 Precision Recall 
5 timestamps 0.813 0.829 0.778 0.920 
10 timestamps 0.826 0.841 0.790 0.932 
15 timestamps 0.845 0,854 0.810 0.937 

 

Table 5 Combination of Video Data and Driving Data 
Results 

 Accuracy F1 Precision Recall 
SVC 5 0.751 0.788 0.720 0.931 
SVC 5+* 0.754 0.791 0.723 0.933 
SVC 10 0.761 0.788 0.733 0.916 
SVC 10+ 0.771 0.801 0.733 0.935 
SVC 15 0.784 0.806 0.745 0.935 
SVC 15+ 0.788 0.810 0.746 0.937 
LSTM 5 0.813 0.829 0.778 0.920 
LSTM 5+ 0.870 0.869 0.839 0.923 
LSTM 10 0.826 0.841 0.790 0.932 
LSTM 10+ 0.887 0.883 0.857 0.931 
LSTM 15 0.845 0,854 0.810 0.937 
LSTM 15+ 0.910 0.904 0.882 0.944 
*: “+” indicates adding video prediction as a variable 
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• SVC models of 15 timestamps had highest accuracy, 
78.4%. The recall is 93.5% but precision was only 74.5%, 
indicating a bias in learning. 

• LSTM (15 timestamps) outperforms SVC with an 
average of 83% accuracy, improving precision to 81.0% 
while maintaining 93.7% recall, reducing bias. 
The results of non-video driving data are better than the 

video only processing results, mostly because it is completely 
accessible to the deep learning model, while video data is 
limited by resolution and color. To further improve model 
results, video processing results were included as input 
variables in SVC and LSTM for comparisons: 
• SVC performance did not significantly improve with 

the video prediction results.   
• LSTM performance increased by 6% in accuracy with 

video predictions. The best model achieved 88.2% 
precision, and 94.4% recall. This means a smaller bias 
in the prediction. 

5. Conclusions 
In summary, this study analyzed cell phone-related 

distracted driving by integrating computer vision and deep 
learning methods. We have proposed a unique approach to 
combine video data with vehicle kinematic driving data from 
the IVBSS dataset, resulting in the best performance. Due to 
video resolution and color limitations, pure video processing 
yielded less accurate results, with OpenFace and YOLOv4 
achieving around 63% accuracy. Deep learning methods on 
non-video data performed better, with SVC and LSTM 
models at 15 timestamps reaching 78.4% and 84.5% accuracy, 
respectively.  

To enhance the prediction performance, the results of 
the video image processing were integrated as an input 
variable in the SVC and LSTM models. The LSTM accuracy 
reached 91% by leveraging the video data. After additional 
kinematics data extracted from the IVBSS dataset, the best-
performing model’s performance was pushed to 95.7%. The 
integration of the computer vision and deep learning methods 
significantly enhanced the robustness of cell phone-related 
distraction predictions. The findings of the research provide 
valuable insights on the enhancement of driving distraction 
detection for better in-vehicle detection system design, which 
could ultimately reduce the phenomenon of distraction and 
ensure a safer road environment for all. 
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Abstract: Since most road accidents are caused by human error, researchers have tried to detect the factors causing 
these errors, and one of the factors that has been identified is distracted driving. Various methods of detecting and 
addressing this problem have been proposed in previous studies, however accurate driver distraction detection has 
proven to be difficult to achieve. In part, this is because there are several kinds of distractions, and because appropriate 
driving behavior can vary depending on the situation. Although distraction detection methods focusing on changes in 
the driver's eye movement, or the driver’s focus of attention predicted from dashcam videos, have been proposed, these 
methods do not simultaneously consider both phenomena. Therefore, in this paper we proposed a distraction detector 
that uses both eye movement and direction of the driver’s gaze to detect both visual and cognitive distraction. We 
trained our proposed method using two self-created datasets, then tested it in complex driving environments, such as 
stop sign-controlled intersections. The results show that using both eye movement and driver gaze direction improve 
detection accuracy and indicate the importance of dealing with each kind of distraction separately. 
 
 

1. Introduction 
Despite the development and commercialization of 

advanced driver assistance systems, it is reported that 1.19 
million people died in traffic accidents in 2021 (WHO, 2023). 
NHTSA (2018) found that 94% of critical, pre-crash events 
were the fault of human drivers, so decreasing human error 
would allow us to sharply decrease the number of traffic 
fatalities. Among the human factors that lead to serious traffic 
accidents is distracted driving, however driver distraction 
detection has proven to be challenging, since there are three 
kinds of distraction caused by very different factors; visual 
distraction, cognitive distraction, and manual distraction 
(NHTSA, 2010). But appropriate gaze behavior also depends 
on the driving environment. For example, in complex 
environments, such as stop sign-controlled intersections, 
drivers must detect many driving-related visual targets, 
requiring them to frequently scan wide areas (Figure 1). 

Huang and Fu (2022) proposed a driver distraction 
detector using the Driver’s Focus of Attention (DFoA). But it 
is impractical to detect driver distraction using a benchmark 
DFoA generated using the gaze behavior of multiple drivers. 
And the authors do not mention variation in eye movement, 
so their method may be inappropriate for complex 
environments.  

In this study, we propose a distraction detector that can 
be applied to complex environments. It is considering both 
the DFoA and driver eye movement, and allowing us to detect 
two kinds of distraction, visual and cognitive. We do not deal 
with manual distraction in this study because we believe it 
would be more effective to use hand movement and facial 
orientation to detect it, rather than visual behavior. We train 
driver attention predictor using our own ‘intersection driving 
dataset’, so that we could use it in more complex 
environments such as stop sign-controlled intersections. Also, 

we use our ‘distracted gaze dataset’ to detect both types of 
distractions. 

2. Method 
We used driver gaze direction and eye movement as 

inputs, and employed a simple perceptron as our distraction 
detector, following Huang and Fu (2022). Figure 2 shows the 
architecture of the proposed method. 

2.1 Use of Driver’s Attention Prediction  
Driver attention prediction is the task of predicting the 

DFoA. We consider the predicted DFoA to be the correct 
focus of the driver’s attention for a particular driving situation, 
and we use the relationship between the predicted DFoA and 
the driver’s eye movement as indicators of the distracted 
driving. However, driver attention prediction methods trained 
on conventional datasets are strongly influenced by other 
traffic participants such as pedestrians and automobiles, and 
are difficult to predict appropriate driver attention in complex 
environments such as stop sign-controlled intersections.

Fig. 1. Left: Dashcam image. Right: Driver’s Focus of 
Attention (DFoA) as predicted when using the driver 
attention predictor trained with conventional dataset. While 
it can detect the pedestrian, it should also consider traffic 
signs, blind spots, etc. in this complex environment. 
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Therefore, we created the ‘intersection driving dataset’, 
which includes dashcam videos of driving in urban areas, to 
train a Gate-DAP (Zhao et al., 2023). After calculating the 
appropriate DFoA using the driver attention predictor, we 
acquired DFoA values based on the driver’s actual gaze 
direction and the maximum values within a 5° diameter 
circle area centered on that gaze direction. This mimics the 
human central vision (Adam et al., 2009). The averages of 
these values for the last 𝑇𝑇𝑎𝑎𝑎𝑎𝑎𝑎 frames were used as distraction 
indicators that take the driving situation into account. At 
time 𝑡𝑡, indicator 𝑝𝑝𝑝𝑝𝑎𝑎𝑣𝑣𝑣𝑣,𝑡𝑡  and 𝑝𝑝𝑝𝑝 𝑚𝑚𝑎𝑎𝑎𝑎,𝑡𝑡 are expressed as shown 
in Equations (1) and (2): 

 

𝑝𝑝𝑝𝑝𝑎𝑎𝑎𝑎𝑎𝑎,𝑡𝑡 = 1
𝑇𝑇𝑎𝑎𝑎𝑎𝑎𝑎

∑ 𝑎𝑎𝑘𝑘,(𝑖𝑖𝑘𝑘,𝑗𝑗𝑘𝑘)

𝑡𝑡

𝑡𝑡−𝑇𝑇𝑎𝑎𝑎𝑎𝑎𝑎<𝑘𝑘
 (1) 

𝑝𝑝𝑝𝑝𝑚𝑚𝑎𝑎𝑎𝑎,𝑡𝑡 = 1
𝑇𝑇𝑎𝑎𝑎𝑎𝑎𝑎

∑ max (𝑎𝑎𝑘𝑘,(𝑖𝑖𝑘𝑘,𝑗𝑗𝑘𝑘) ∈ 𝐶𝐶 (𝑖𝑖𝑘𝑘,𝑗𝑗𝑘𝑘))
𝑡𝑡

𝑡𝑡−𝑇𝑇𝑎𝑎𝑎𝑎𝑎𝑎<𝑘𝑘
, (2) 

 
where (𝑥𝑥𝑡𝑡, 𝑦𝑦𝑡𝑡)  is the point on which the driver’s gaze is 
focused,  𝑎𝑎𝑡𝑡,(𝑥𝑥𝑡𝑡,𝑦𝑦𝑡𝑡)  is the predicted DFoA value for point 
(𝑥𝑥𝑡𝑡, 𝑦𝑦𝑡𝑡), and 𝐶𝐶 (𝑥𝑥𝑡𝑡,𝑦𝑦𝑡𝑡)  is the inside of a circular area with a 
diameter of 5° centered at the point (𝑥𝑥𝑡𝑡, 𝑦𝑦𝑡𝑡). 

2.2 Use of Eye Movement  
Percent Road Center (PRC) represents the percentage 

of driver's gaze on the center of the road, however it is not 
defined in detail (Khan & Lee, 2019). In this study, we use 
the center of the screen as the road’s center, and set the road’s 
central area to be a circle with a radius of 8 degrees, as in 
Kircher et al. (2009). We also employ standard deviations of 
eye movement in the width and height directions, giving us 
three eye movement indicators for point in time 𝑡𝑡; 𝑚𝑚𝑚𝑚𝑝𝑝𝑝𝑝𝑝𝑝,𝑡𝑡 , 
𝑚𝑚𝑚𝑚𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠,𝑡𝑡 and 𝑚𝑚𝑚𝑚𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠,𝑡𝑡 , respectively. 

2.3 Distraction Detector  
We used a simple perceptron as our distraction 

detector, following Huang and Fu (2022). It is consisted of 
five inputs, 𝑝𝑝𝑝𝑝𝑎𝑎𝑎𝑎𝑎𝑎,𝑡𝑡 , 𝑝𝑝𝑝𝑝 𝑚𝑚𝑎𝑎𝑎𝑎,𝑡𝑡 , 𝑚𝑚𝑚𝑚𝑝𝑝𝑝𝑝𝑝𝑝,𝑡𝑡 , 𝑚𝑚𝑚𝑚𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠,𝑡𝑡 and 𝑚𝑚𝑚𝑚𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠,𝑡𝑡 , 
and three outputs representing visual distraction, cognitive 
distraction, and non-distraction. 

33.. Experiment  

3.1 Dataset 
We created two datasets for model training. One is the 

‘intersection driving dataset’ consisting of video of driving in 
urban areas, which we used to train the attention predictor. To 
create the dataset, we first drove through stop sign-controlled 
intersections in Aichi, Japan and obtained video data for 130 
intersections. After that, six subjects were asked to view these 
videos in a laboratory, as in Fang et al. (2022), and 12 
attention fixation points were identified for each frame on 
average.  

By having the participants in our experiment watch the 
‘intersection driving dataset’ video under three different 
conditions, we also created ‘distracted gaze dataset’ for three 
eye gaze patterns associated with non-distraction, visual 
distraction, and cognitive distraction while driving. For the 
non-distraction condition, subjects viewed the video normally. 
For the visual distraction condition, we asked subjects to 
“look at the most interesting area of each scene, instead of 
focusing on the driving task”. For the cognitive distraction 
condition, we gave the subjects a continuous n-back task 
(Kirchner, 1958). All six subjects watched the intersection 
driving video under all three conditions, then watched it again 
under the non-distraction condition, resulting in 3,080 scenes 
of gaze data. In this study, we used Tobii Pro Fusion set to 
120fps as our eye tracker for both datasets. 

3.2 Experimental Methods and Environment 
As the backbone of our DFoA prediction method, we 

employed a Gate-DAP (Zhao et al., 2023) trained with our 
‘intersection driving dataset’.  

For distraction detection, the five indicators described in 
Sec. 2.3 were input to a simple perceptron, which classified 
the input into three states. All five inputs were calculated 
from all the video frames of each scenario. We used weighted 
cross-entropy as a loss function. 

4. Results and Discussion 

4.1  Driver’s Attention Prediction 
Figure 3 shows a qualitative comparison of predicted 

DFoA trained with the DADA-2000 dataset and ‘intersection 

Fig. 2.  Architecture of our Driver Distraction Detector. 
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driving dataset’. The DFoA trained with our dataset tends to 
pay more attention to areas containing road features and is 
approaching closer to the human-like driver's attention area. 

4.2 Driver's Distraction Detection 
Table 1 shows classification accuracy, recall, and 

precision of the proposed method and two methods with only 
one of the two types of inputs, and Figure 4 shows a confusion 
matrix for the classification results of the proposed method. 
We can see that use of driver gaze direction and eye 
movement both contributed to improving distraction 
detection accuracy. 

We further considered the two kinds of distractions as 
one class and evaluated the validity of classifying distractions 
by each state. Table 2 shows the results. The results showed 
that the accuracy decreases when two types of distraction 
states are included, indicating the importance of dealing with 
distraction separately for each state. 

Table 1. Evaluation of effectiveness of driver distraction 
indicators. Gaze direction and DFoA consists of 𝑝𝑝𝑝𝑝𝑎𝑎𝑎𝑎𝑎𝑎,𝑡𝑡 , 
𝑝𝑝𝑝𝑝 𝑚𝑚𝑎𝑎𝑎𝑎,𝑡𝑡, Eye movement consists of 𝑚𝑚𝑚𝑚𝑝𝑝𝑝𝑝𝑝𝑝,𝑡𝑡 , 𝑚𝑚𝑚𝑚𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠,𝑡𝑡 ,and 
𝑚𝑚𝑚𝑚𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠,𝑡𝑡 

Gaze 
direction 

and DFoA 

Eye 
movement 

 Accuracy Recall Precision 

✓   0.560 0.546 0.514 
 ✓  0.554 0.530 0.521 
✓ ✓  0.662 0.638 0.605 

5. Conclusions 
We proposed a distraction detector that uses both eye 

movement and direction of the driver’s gaze to detect both 
visual and cognitive distraction and build it using two 
different datasets. Experimental results revealed that the 
driver’s attention prediction model trained on the 
‘intersection driving dataset’ tended to focus more on blind 
spots. Also, the direction of gaze contributed to improving the 
accuracy of both visual and cognitive distraction detection. 
Treating two types of distracted states as one type of 
distraction decreases classification accuracy, indicating that 
it is important to deal with each kind of distraction separately. 
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 0.718 0.724 0.712 

 
Fig. 4. Confusion matrix for the results of proposed method. 
N, V, and C represent Non-Distraction, Visual, and 
Cognitive, respectively. 

Fig. 3. RGB frames(a), Ground-Truth(b), DFoA predicted 
driver attention predictor trained with the DADA-2000 
dataset(c), our intersection driving dataset(d). 

156



1

Safe use of general controls: towards a Euro NCAP assessment protocol to 
target distraction by design 

Ilse Harms 1*, Greta Große 2, Tina Gehlert 2, Florian Savona 3, Ruggero Ceci 4, Adriano Palao 5 

1 Department of Applied Innovation, RDW, Europaweg 205, Zoetermeer, The Netherlands  
2 German Insurers Accident Research (Unfallforschung der Versicherer / UDV), Wilhelmstraße 43 /43 G, 10117 
Berlin, Germany  
3 UTAC Montlhéry, Avenue Georges Boillot, 91310 Linas-Montlhéry, France 
4 Planning department, Trafikverket, Roda Vagen 1, 781 89, Borlange, Sweden 
5 European New Car Assessment Programme (Euro NCAP), Mgr. Ladeuzeplein 10, Leuven, Belgium 
* iharms@rdw.nl

Abstract: Being distracted while driving is a main contributor to traffic accidents. It is recognised that poor HMI design 
can lead to unnecessary long glances off the road view while performing a simple driving or non-driving related task. As 
part of the 2026 Rating Scheme, Euro NCAP will introduce the first-ever assessment procedure for General Driving 
Controls. Car manufacturers will thus be encouraged to implement good HMI practices to prevent visual-manual 
distraction by design. The framework will objectively assess both how a function is operated (e.g. by a direct physical 
input through a button, stalk, switch, versus by a touch display), as well as the quality of its implementation. A list of 
over sixty actions/tasks, e.g. operating the radio, windows or windshield wipers, will be distributed across six main 
categories of functions: 1) Hazard; 2) Driving; 3) Lane support systems; 4) Speed assistance; 5) Comfort; and 6) IVIS. 
Whether an HMI design is considered too distracting also depends on what exactly the driver tries to operate: is it about 
tuning the radio, changing the climate control, activating the fog lights, or triggering the hazard warning lights? Based 
on existing literature a checklist has been devised which targets poor HMI implementations.  

1. Introduction 
It is well-known that driver distraction is a main 

contributor to traffic accidents. Modern vehicles contain an 
increasing number of communication, comfort and driving 
assistance systems, for which operation through touchscreens 
appear to have become a new standard (UDV, 2023). If the 
Human Machine Interfaces (HMI) are designed poorly, 
drivers need to take off their gaze from the road. This may 
cause unnecessary visual-manual distraction. A recent 
Swedish study  pointed out that the HMIs of new cars are 
increasingly difficult to operate. They tested easy tasks such 
as changing the radio station or adjusting the climate control 
in various cars and found that task performance time was long 
and eyes were off the road for prolonged periods of time for 
cars using touchscreens instead of physical buttons (Vikström, 
2022). The fact that these cars are available on the European 
market, is a strong indicator that current vehicle regulations – 
such as UN R121, including its 01 series of amendments 
(UNECE, 2023) – are not yet sufficiently covering this issue. 

In Europe, vehicle type approval authorities, such as 
RDW, monitor the lower limit of which vehicles are admitted 
to the European market. Euro NCAP on the other hand, makes 
it clear to European consumers which vehicle models 
distinguish themselves in a positive or negative way in terms 
of safety. This is done on the basis of a rating system with 
stars: the more stars, the better. As a result, Euro NCAP also 
has a significant influence on the automotive sector. 

Euro NCAP supports Safe Driving. If a consumer buys 
a 5-star Euro NCAP rated car, they must be able to trust it can 
be operated safely (Euro NCAP, 2022). Therefore, to avoid 
distraction by design, the aim is to draft a protocol to assess 
the safe use of general controls. 

2. Method 

2.1 Procedure 
The assessment protocol is being drafted in Euro 

NCAP’s HMI & Human Factors Working Group, which 
consists of experts within the field of human factors and HMI, 
and/or experts on drafting and working with Euro NCAP 
assessment protocols. During the drafting process, feedback 
from the automotive industry was considered. 

To develop the HMI assessment protocol for general 
driving controls, existing literature was reviewed. This was 
done to recognise existing best practice instead of producing 
a set of disruptive requirements or methodologies on a short 
notice, as the assessment will enter into force in January 2026. 

2.2 Materials 

2.2.1 The protocol format 
Euro NCAP assessments are performed by a certified 
inspector who follows the assessment protocol. Euro NCAP 
is familiar with different formats for assessment protocols, 
such as dossiers – in which the car manufacturer supplies the 
relevant documents and information to be assessed –, 
checklists with gradual ratings, and checklists based on 
pass/fail criteria. For the current assessment protocol the 
format of a checklist consisting of pass/fail criteria has been 
chosen. This, to reduce the burden on car manufacturers and 
meeting time and cost limitations of the test programme. 
Furthermore, the typical Euro NCAP assessment 
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requirements had to be considered: repeatability and 
reproducibility. A test should produce the same outcome 
regardless of where it is assessed, who assesses it and how 
many times it is assessed. 

2.2.2 Categories of functions  
The assessment protocol targets a broad range of controls. 
Drivers may use different functions while driving their car: 
from using the wipers, to changing the climate control, to 
tuning the radio. Therefore six main categories of functions 
have been defined. Each main category consists of various 
functions, as displayed in Table 1. 

Table 1. Overview of the functions per main category 

Main categories Functions 

1) Hazard Hazard light; e-Call; Horn
2) Driving Direction indicator; Vehicle 

settings; Windshield wipers 
(front and rear); Demisting 
(front, rear and side mirrors); 
Lights (interior, exterior, 
full/high beam, headlight 
height adjustment, fog lights 
[front and rear]); Screen 
brightness; Mirrors (side 
[external] and rear view); 
Sun visor

3) Lane support systems Lane centering; LKA
4) Speed assistance ACC; ISL
5) Comfort Climate controls; Windows; 

Sunroof; Seat adjustment
6) IVIS Audio entertainment; Calling 

and dialling; Text messaging; 
Navigation system; Vehicle 
status

2.3 Measures 
The current protocol needs to assess 1) function 

operation (e.g. by a direct physical input versus by a touch 
display), and 2)  implementation quality.  

The main building block used to assess function 
operation is based on a decision tree developed by UDV 
(2023), as displayed in Figure 1. This was used to define the 
minimally accepted implementation of the respective 
function (for detailed information about the methodology and 
background of the decision tree see UDV, 2023). 

During assessment development for implementation 
quality, it was found that most literature on the safe use of in-
vehicle controls concentrated on in-vehicle information 
systems (i.e., IVIS). Therefore the well-established NHTSA 
guidelines (2013) for IVIS have been revised, updated and 
adapted to be suitable for the assessment of multiple functions. 

3. Results 

3.1 Draft checklist 2026 
The resulting draft checklist consists of a matrix 

design. On the vertical axis, it displays all various functions, 
grouped per category (Hazard, Driving, Lane support, Speed 
assistance, Comfort, IVIS). For each function one or various 
specific tasks have been defined. Some examples: 

- to assess the function ‘direction indicator’ one task 
is to activate the left indicator, 

- to assess the function ‘climate controls’ one of the 
tasks is to activate the air-conditioning, 

- to assess the function ‘audio entertainment’ one of 
the tasks is to adjust the volume. 

On the horizontal axis, per task, the minimally 
accepted implementation of the respective function is defined. 
This ranges from direct physical input i.e. producing 
kinaesthetic feedback for the user (e.g. buttons), to direct 
touch input i.e. always accessible but not producing 
kinaesthetic feedback, to menu-based physical haptic or 
touch input (max 1 intermediate step), till menu-based input 
(2+ steps). The accompanying pass/fail criteria resulted from 
following the UDV (2023) decision tree and are based on 
expert opinion and consensus within the Working Group. 

Furthermore, per task, the quality of the function 
implementation is assessed, divided by function-related 
criteria and additional criteria for multi-step function tasks 
only. Criteria for both are displayed in Table 2.  

Figure 1. UDV’s (2023) decision tree for function 
implementation: ‘the minimally accepted implementation of 
the respective function can be read off from the conditions 
of use on the right-hand side, while the current / planned 
implementation of the function in the vehicle is indicated on 
the left-hand side’. Note that for the 2026 protocol this 
decision tree has been adapted to exclude voice commands.
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Table 2. Overview of the function-related criteria and the 
criteria for multi-step function tasks only 

Function-related criteria Multi-step function tasks 
only criteria 

allowing to have at least 
one hand on the steering 
wheel

not requiring an 
uninterrupted input 
sequence

legibility of presented texts the possibility to resume an 
operator-interrupted 
sequence

timely and clearly 
perceptible system 
responses following driver 
input

avoiding automatic system-
initiated loss of partial 
driver input 

or at least providing a 
clearly perceptible 
indication in case system 
response time exceeds 2s

implementation of 
commands that erase driver 
inputs 

production of any 
corresponding system 
status changes following a 
driver input

visually displaying 
previously entered data or 
current feature state 

3.2 Out of scope for the draft checklist 2026 
Although the GDV decision tree allows for taking 

voice input as an implementation into consideration, it is not 
covered by the draft assessment protocol for 2026. This is 
because currently there is no sufficient base in literature that 
would allow for defining the required criteria to assess the 
quality of voice-based input. For example it would require 
criteria for commands spoken in different accents and criteria 
for various wording which are ecologically valid commands 
to operate specific functions.   

4. Discussion 
 Given the fact that current vehicle regulations are not 

providing a solid base to prevent distracting HMI designs, 
Euro NCAP is once again filling this gap. To that end, the 
current HMI assessment protocol is in its first implementation 
targeting designs prone to distraction and gives recognition to 
designs adhering to good HMI practices. 

Its checklist will be evaluated during tests in a near future. 
Furthermore, every 3 years, Euro NCAP updates 

requirements across various assessment protocols, 
continuously encouraging the automotive industry to make 
ever-safer cars. Therefore the current protocol is a dynamic 
document, further developed and validated by international 
studies, methods and guidelines. Next steps could be 
including the assessment of voice control and expanding 
assessment criteria towards intuitive design. The current 2026 
HMI protocol is a first step to take HMI into account as part 
of Euro NCAP’s rating scheme, using a dedicated protocol. 

5. Conclusions 
Whether an HMI design is considered too distracting 

depends on what exactly the driver tries to operate: is it about 
tuning the radio, changing the climate control, activating the 
fog lights, or triggering the hazard warning lights? To 
quantify this, criteria have been defined per function, 

assessing how a function is operated (e.g. by a direct physical 
input through a button, stalk, switch, versus by a touch 
display) as well as its quality of implementation. The 
foundation of the current draft assessment protocol is a 
checklist based on existing literature, which targets the worst 
HMI implementations for each function. 

This new HMI protocol is part of Euro NCAP’s star-
rating and will be effective by January 2026. 
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Abstract: The 2023 European New Car Assessment Program (Euro NCAP) Occupant Status Monitoring (OSM) 
protocols define distraction behaviours that Driver State Monitoring (DSM) systems must detect to score maximum 
safety points. Variations of these protocols will likely be applied to heavy vehicles, but the prevalence, relevance, and 
user-acceptance of these behaviours in heavy vehicles has yet to be examined. The current analysis applied the Euro 
NCAP OSM protocols on distraction to a previously collected naturalistic driving study of a real-world heavy vehicle 
fleet, comprising 1487 hours of driving data across 82 truck drivers. Using the proposed Euro NCAP protocol definition, 
Long Glance Away events were classified at a rate of 1 event per 1.04 hours. While the overall event rate was 
comparable to what has previously been reported in drivers of passenger vehicles, truck drivers spent more time looking 
at driving-related regions of the vehicle, such as the passenger- and driver-side mirrors. Distinguishing between driving 
related and non-driving related regions, as well as further investigation into the context of these events, is likely to be 
needed to further optimise the user acceptance and efficacy of potential alerts issued by Euro NCAP-compliant DSM. 
 

1. Introduction 
In 2023, testing protocols for Occupant Status 

Monitoring (OSM) were published by the European New Car 
Assessment Program (Euro NCAP). These protocols outlined 
distraction behaviours that must be detected in drivers of 
passenger vehicles to earn maximum safety points (Euro 
NCAP, 2022). These protocols, or variants thereof, will likely 
be adapted for use in heavy vehicles. However, the 
prevalence of distraction behaviour and driver alerting 
frequency has yet to be examined in this cohort. This data is 
needed to make evidence-based decisions on whether these 
protocols can be implemented in heavy vehicles as-is, or 
whether they require modification to adapt to the unique 
environment of the truck cabin. 

 
Developed in recognition of the increasing technical 

viability for camera-based OSM to protect drivers from the 
well-established road safety problem of driver distraction, the 
Euro NCAP OSM protocols operationalise two distinct 
categories of distraction behaviour: Long Glance Away 
(LGA), defined as glances >=3s away from the forward 
roadway; and Visual Attention Time Sharing (VATS), 
defined as a cumulative 10s of glances away from the forward 
roadway within a 30s window, and where intermittent glances 
to the forward roadway (if present) do not individually exceed 
2s in duration (Euro NCAP, 2022). While the rationale for 
detecting LGA and VATS behaviour are firmly established in 
the road safety literature (Euro NCAP, 2022; Klauer et al., 
2006; Tivesten et al., 2019), the extent to which these 
behaviours are applicable, relevant, or user-acceptable in the 
context of heavy vehicles has yet to be examined.  

 
Significant differences exist between the driving task 

in heavy vehicles versus passenger vehicles. The implications 

of these differences for operationalising OSM within the 
heavy vehicle context needs to be understood. Examples of 
these differences include the additional regulatory 
requirements imposed on heavy vehicle drivers around hours 
of service (National Heavy Vehicle Regulator, 2018), 
different road environments where the driving task is likely 
to occur, as well as differences in the cabin geometry of the 
respective vehicle types. 

 
A further distinction between heavy vehicle and 

passenger vehicle drivers exists in the early adoption of 
aftermarket camera-based OSM in the heavy vehicle space. 
Referred to as Fatigue and Distraction Detection 
Technologies (FDDTs) by Australian heavy vehicle 
regulators, there is significant interest and growing regulatory 
pressure promoting the uptake of the devices across heavy 
vehicle fleets (Higginson et al., 2019). The use of these 
devices has been demonstrated to decrease the occurrence of 
fatigue (Fitzharris et al., 2017). The prevalence and general 
support of FDDT use in heavy vehicle fleets serves as an 
interesting counterpoint to the often-increased public scrutiny 
on safety that operators face. 

 
To establish an evidence base for the applicability, 

relevance, and user-acceptability of the Euro NCAP OSM 
protocols in heavy vehicles, the current analysis applied the 
protocols to an existing real-world heavy vehicle naturalistic 
driving dataset. 

2.  Method 

2.1 Dataset 
A naturalistic driving study was conducted with an 

operational trucking fleet as part of the Advanced Safe Truck 
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Concept project (a Cooperative Research Centre Projects-
funded partnership program) (Lenné, 2018). Ethics approval 
for this phase of the project was obtained through the Monash 
University Human Research Ethics Committee. Prior to 
recruitment, a series of presentations outlining the project and 
participation requirements were delivered to drivers and fleet 
managers. Drivers were then independently approached to 
obtain informed consent. 

 
In total, 10 Volvo prime-mover vehicles were fitted 

with Seeing Machines’ automotive grade driver monitoring 
system (DMS). The driving performance of 82 consenting 
drivers while they carried out their normal shifts for a period 
of up to 6 months was tracked. The DMS comprised a driver-
facing infrared camera, mounted on the dashboard above the 
centre console. Operating at 46fps, the DMS recorded 
continuously while vehicle ignition was switched on. The 
DMS tracked driver features including head and eye position, 
glance location, and glance intersection with attention regions 
within the vehicle cabin (e.g. centre console, instrument 
cluster etc). Additionally, video data of the forward roadway, 
a wider-angle video view of the vehicle cabin, as well as 
vehicle kinematic data were recorded. A total of 218 shifts 
ranging from 5 – 12 hours in duration were included for 
analysis (total hours: 1487). 

2.2 Analysis 
The dataset was analysed for Euro NCAP distraction 

behaviours, specifically Long Glance Away events, 
operationalised as continuous off-road glances of >3s 
duration. To calculate representative event rate statistics, 
DMS data from when drivers were undertaking scheduled 
breaks from driving or when the vehicle was moving 
<10km/h were excluded from the analysis.   

3. Results 
1428 LGA events were classified across 82 

participants, with per-driver event ranges between 0.16 – 9.83 
events/hour. On average, LGA events were classified once 
every 1.04 hours (0.96 events/hour).  

To facilitate comparison with a reference passenger 
vehicle cohort, results from Mulhall et al.'s (2023) analysis of 
Euro NCAP distraction behaviours in car drivers (14 drivers 
across 167 hours) have been adapted with permission and 
presented in Table 1 below. 
 
Table 1. LGA descriptive statistics and comparison between 
passenger vehicles and heavy vehicles. Passenger vehicle 
data adapted with permission from Mulhall et al. (2023) 
 

 Passenger 
Vehicles 

Heavy 
Vehicles 

1 event per x hours 1.1 1.04 

Events per hour 0.89 0.96 

Alert range 0.07-4.55  0.16-9.83 
Non-driving related 
region proportion 

57.3% 41.9% 

Most frequent region Console Off road 

Driver lap % 8.6% 7.3% 
 
Overall, LGA events were observed at a comparable 

rate across both populations. In the heavy vehicle dataset, 
LGA events were observed at a rate of 0.96 events/hour (1 
event every 1.04 hours).  

Descriptive statistics showed a difference in the 
distribution of LGA events across vehicle-interior attention 
regions between the two groups. However, as the cabin 
geometry (and, therefore, OSM attention regions) did not 
correspond exactly between the two groups, statistical 
comparisons were not conducted on specific attention regions. 
To illustrate these differences, a visualisation of the 
distribution of glances across the two cabin types is presented 
in Fig 1 below. (The relative location of glance regions in a 
passenger vehicle cabin can be found in Fig 1 of Mulhall et 
al. (2023)). 

Compared with car drivers, truck drivers made a 
greater relative proportion of glances to the passenger side 
mirror, fewer glances to the centre console and instrument 
cluster, and more glances to ‘off road other’ (defined as any 
glance not to a defined off-road gaze region).  

 

4. Discussion 
The present analysis investigated the prevalence and 

characteristics of Euro NCAP-defined Long Glance Away 
(LGA) events in a real-world heavy vehicle fleet. Continuous, 
driver-facing OSM data from 82 truck drivers across 1487 
hours of driving were analysed. Data from a previously 
published analysis of the prevalence of Euro NCAP LGA 
events in passenger vehicle drivers were used as a point of 
comparison. 

During Euro NCAP-defined LGA events, heavy 
vehicle drivers distribute the location of their glances 
differently compared to passenger vehicle drivers, 
specifically, A greater proportion of glances by heavy vehicle 
drivers were made to the passenger side mirror, while a lower 
proportion of glances were made to other defined regions, 
such as the centre console. Despite these differences, overall 
event rates for LGA did not differ between heavy vehicle 
drivers and passenger vehicle drivers. Taken together, this 
suggests a need to distinguish between driving-related and 
non-driving-related regions when classifying LGA events as 
one way of optimising user acceptance of potential alerts. 

However, this is not to conclude that LGA events to 
driving-related regions are necessarily safe and not in need of 
intervention (a gap in current research previously discussed 
in Mulhall et al. (2023)). Rather, we argue that there is a need 
to better understand the context in which these events occur, 
the drivers’ intent in engaging with these behaviours, and 
then understanding and managing any potential safety impact 
that may arise. In the context of extending the current analysis, 
video data from the forward roadway, vehicle cabin (beyond 
the field of view of an OSM camera), as well as vehicle 
performance data could all be utilised to further the 
investigation. 

5. Conclusions 
Euro NCAP defined distraction events occur in real-

world heavy vehicle driving, with LGA events being 
observed once every 1.04 hours. While the overall event rate 
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between passenger vehicle drivers and heavy vehicle drivers 
is comparable, the distribution of glance locations differs 
between the two cohorts, with truck drivers spending 
proportionally more time glancing at the passenger side 
mirror and less time at defined non-driving related regions 
such as the centre console. Clearly defining and 
distinguishing between driving related and non-driving 
related regions, as well as further investigation into the 
context of these events, is needed to optimise the user 
acceptance and efficacy of potential alerts, and in turn, to 
maximise the safety potential of OSM, 
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Fig 1. Number of long distraction events with >3s threshold for passenger vehicles (A) and heavy vehicles 
(B). Circle area is proportional to number of events. Off road other event location includes all glances not 
to a defined off road gaze region. (A) adapted with permission from Mulhall et al. (2023). To better 
facilitate comparison with (A), (B) has been mirrored from an image of a left-hand-drive cabin. As such, 
minor details (e.g. windscreen wiper orientation) will be incorrect. For illustrating attention regions, the 
image is otherwise representative. 
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Abstract: Several studies have been conducted since some decades to understand the driver drowsiness, its 
assessment and the ways to mitigate its effects.  The driver self-report is a subjective measure well admitted in the 
drowsiness context. However, studies that compare it to the observer ratings in the Driver Monitoring System validation 
purposes are scarce.  

This study compares driver self-reports using Karolinska Sleepiness Scale (KSS) and trained observer ratings in 
order to build a drowsiness system validation database.  Fifty subjects were included in this study and drove with and 
without sleep deprivation on a real road environment. The subjects wore an Electroencephalograph (E.E.G) device for 
objective measures.  Six independent raters were trained by human factor experts and assessed the driver drowsiness by 
analysing the videos.   

The results showed significant differences between driving with and without sleep deprivation for both observer 
ratings and driver self-reports. Our study confirmed that drivers are capable to estimate their drowsiness state. Also, the 
results showed that the observer had the ability to measure the sleep deprivation effects.  

This study showed that observers tend to rate the drowsiness state closer to objective E.E.G data than drivers.  
We suggest to add the observer ratings and objective data to the driver self-reports as complementary measures 

to strengthen the drowsiness monitoring system validation database. 
 
 

1. Introduction  
According to the European Road Safety Observatory 

(2018), 10 to 20% of crashes are due to drowsiness or fatigue. 
Consequently, the driver drowsiness is a key topic addressed 
in the driver road safety framework.  

Driver’s alertness and attention impairment is assessed 
traditionally by 3 means:  
- The neurophysiological assessment (EEG, ECG, EMG, 
EDA) including brain waves, heart rate, skin conductance 
etc.   (Anund et al., 2008; Sparrow et al., 2019; Hu & Lodewijks, 
2020).  
- The Behavioural and performance assessment: including 
eye tracking studies, ocular, head parameters, vehicle signals 
analysis (Wierwille et al, 1994; Friedrichs & Yang, 2010; 
Zhang et al., 2016); and psychomotor vigilance tasks (Lim & 
Dinges, 2008; Basner et al., 2011; Grant et al., 2017).  
- The Subjective assessment: including the Karolinska 
Sleepiness Scale (KSS) rating with which the driver estimates 
his own alertness and sleepiness states (Akerstedt & Gillberg, 
1990; Akerstedt et al., 2016). The KSS is widely used and the  
largest subjective measurement tool of drowsiness. 
 
Driver’s drowsiness is also assessed by observer ratings. 
Hanowski et al. (2000) carried out a study about the impact of 
local short haul operations on driver fatigue using naturalistic 
field data. Based on Observer Rating of Drowsiness (ORD) 
method (Wierwille et al., 1994), the authors reported video 
analyst drowsiness assessment using five-point scale  
 

 
 
without comparing to the driver’s self-reports. The results 
showed that video analysis is able to assess different levels of 
fatigue. A driving simulator study about the driver’s awareness 
of sleepiness showed that the drivers are aware enough to their 
sleepiness level leading them to avoid hazards and crash risk 
(Williamson et al., 2014). The authors measured this awareness 
using drivers’ self-reports only.  
 Our real road study, aims to compare driver self-
reports using Karolinska Sleepiness Scale (KSS) and trained 
observer ratings in order to address the following questions: 

-  Are driver self-reports sufficient to assess 
sleepiness and build accordingly a database 
leading to validate a system that monitor driver 
drowsiness? 

- Do observer ratings provide additional values to 
strengthen driver drowsiness assessment and 
robustify consequently the system validation 
database?  

2. Method 

2.1 Participants 
The study included 50 participants having valid 

driving licence with 50% male and 50% female. Their age 
ranged between 20–65 years old and more (average: 40.18 
years; SD: 15.39), and they drove regularly.  

The participants were recruited with the help of 
medical experts of sleep located in the south-west of France; 
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neither sleep disorders nor medical advice preventing 
participants from driving were mentioned and documented; if 
so they were excluded from the study.  

All participants filled and signed a written informed 
consent document prior to experiments. This study was 
approved by the local Ethics Committee.  

2.2 Procedure  
Each participant performs 2 driving sessions: one 

driving for baseline and another for drowsiness session. The 
baseline session, condition A, in which the participants are 
not deprived of sleep. The drowsiness session, condition B, 
in which participants have deprived of sleep.  

 The participants provided their self-estimations of 
sleepiness each 5 minutes during both conditions, using the 9 
levels of  Karolinska Sleepiness Scale (KSS), Åkerstedt T, 
Gillberg M (1990): KSS level 1 means “extremely alert” until 
KSS level 9 meaning “Very sleepy, great effort to keep awake, 
fighting sleep”. E.E.G device was also used as ground truth. 
The figure 1 summarizes the protocol.  

 
 
 
 

 
 
 
Fig. 1.  Summary of the driving protocol 
 

2.3 Observer Ratings 
Six trained observers rated driver state by using 

observable drowsiness parameters (e.g: blink frequency, eye 
closure; yawning; movements on seat etc.) defined by human 
factor experts on the driver drowsiness topic. These 
parameters were matched to the KSS levels. For each driving 
session there were 3 independent observers who rated twice 
the same video. Video analysis are performed after the data 
collection. The average concordance rate of the observer 
judgements about drowsiness state is 0.92.    

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

3. Results 

3.1 Ratings In each Driving Condition 
The results showed that the mean observer ratings in 

driving condition B (with sleep deprivation) is higher than 
mean observer ratings in driving condition A (without sleep 
deprivation).  Kruskal-wallis test showed significant 
differences between Condition A and Condition B for 
Observer ratings (H=682, 85; P < 0.0000). Figure 2 depicts 
the mean observers’ ratings in the both driving conditions. 

The results showed that the mean driver self-reports in 
driving condition B is higher than mean driver KSS self-
reports in driving condition A.  Kruskal-wallis test showed 
significant differences between both conditions for drivers’ 
self-reports (H=1047, 73; p < 0.0000). Figure 3 depicts the 
mean KSS values of self-reports in the both driving 
conditions.  

 
 
 
 
 
 
 
 
 
 
 

3.2 Differences Between Observer ratings and Driver 
Self-Reports  

The comparison of driver drowsiness estimation between 
observer ratings and self-reports showed that observer ratings 
are significantly different from driver self-reports in both 
driving conditions. Kruskal-wallis test showed: (H=252, 44; 
p < 0.0000) for condition A and (H=0, 11; p < 0.0000) for 
condition B.  

In order to know if the observers over/under estimated or 
if the drivers over/under estimated the drowsiness level, we 
compare these two kind of ratings to objective E.E.G 
measures. In the condition A, there was no difference 
between observer ratings and driver self-reports as shown by 
the confusion matrix (See figure 4). However, in the 
condition B, the convergence percentages between E.E.G 
data and observer ratings are higher than E.E.G data and 
driver self-reports as shown by the confusion matrix (See 
figure 5). Least drowsy state from E.E.G outputs is estimated 
at 74, 51 % and 65, 38% as least drowsy state by observers 
and drivers respectively. Drowsy state from E.E.G outputs is 
estimated at 94, 12% and 87, 5% as drowsy state by observers 
and drivers respectively.    
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Fig. 2.  Mean KSS values of Observers ratings for driving 
condition without sleep deprivation (Condition A) and with 
sleep deprivation (Condition B). 
 
 
 
 
 
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 3.  Mean KSS values of driver’s self-reports for driving 
conditions without sleep deprivation (Condition A) and with 
sleep deprivation (Condition B).  
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Fig. 4.  Confusion Matrix showing drivers’ state from E.E.G 
outputs (Objective data), Observer ratings and drivers’ self-
reports for driving condition without sleep deprivation 
(Condition A.) 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 5.  Confusion Matrix showing drivers’ state from E.E.G 
outputs (Objective data), Observer ratings and drivers’ self-
reports for driving condition with sleep deprivation 
(Condition B.) 
 

4. Discussion 
Our Study confirmed that drivers are able to judge their 
drowsiness states as reported in previous researches 
(Williamson et al., 2014; Fors et al., 2016). Also, the observer 
ratings’ approach was sensitive to the sleep deprivation effect 
and allowed to assess drowsiness state.  Our findings about 
the differences between observer ratings and driver self-
reports are in line with previous researches of Anund et al., 
(2013) and Ahlstrom et al. (2015). These studies reported low 
correspondence between observer ratings and driver self-
reports. Using the E.E.G objective data we found that 
sometimes, both drivers and observers overestimated the least 
drowsy state while underestimated the drowsy state. But these 
over or under estimations are more important in driver self-
reports compared with the observer ratings: E.E.G outputs 
least drowsy state is 34, 62% vs 25, 49% of drowsy state for 
drivers and observers respectively; E.E.G outputs drowsy 
state is 12, 5% vs 5, 88% of least drowsy state for drivers and 
observers respectively.  
Maybe the driving environment could explain these 
differences; while Williamson et al. (2014) study was on 
driving simulator our study was on real road. Indeed, Fors et 
al. (2016) found that drivers rated higher KSS levels in the 
driving simulator compared to the real road. Also, in the 
naturalistic field study of Hanowski et al. (2000; 2011), the 
authors reported that driver did not perceive drowsiness as 
critical as it is in long-haul trucking.  
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Another explanation could be that observers and drivers do 
not measure the same elements. In our study, the observers’ 
judgment are based on behavioural face and head parameters 
while drivers report their own feeling about drowsiness. This  
is why we suggest to use the observer ratings and E.E.G data 
as additional measures that could complete the drivers’ 
subjective assessment in the context of driver monitoring 
system validation database.   
 
 

5. Conclusion 
The current study showed that both observer ratings and 
drivers self-reports are able to recognize the drowsiness state.  
Since these two methods have not the same assessment basis, 
we recommend to use them as complementary measures to 
build the drowsiness monitoring system validation database 
including objective data.  
Further study is useful to confirm the relevance of this 
integrated validation database.   
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Condition A 

Driver Self-Reports 

Not drowsy 
(KSS <7) 
 

 
Least drowsy 

KSS (=7) 
 

EEG Outputs 
Not drowsy 100.00% 0.00% 

Least drowsy 100.00% 0.00% 
 

Condition A 

Observer Ratings 

Not drowsy 
(KSS <7) 
 

 
Least drowsy 

KSS (=7) 
 

EEG Outputs 
Not drowsy 100.00% 0.00% 

Least drowsy 100.00% 0.00% 
 

Condition B 

Driver Self-Reports 
 

Least drowsy 
KSS (=7) 

 

Drowsy 
(KSS >=8) 
 

EEG Outputs 
Least drowsy 65.38% 34.62% 

Drowsy 12.50% 87.50% 
 

Condition B 

Observer Ratings 
 

Least drowsy 
KSS (=7) 

 

Drowsy 
(KSS >=8) 
 

EEG Outputs 
Least drowsy 74.51% 25.49% 

Drowsy  5.88% 94.12% 
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Abstract: The proliferation of in-vehicle systems, personal electronics, and advanced driver-assistive systems may exacerbate 
distraction, but at the same time it may also present an opportunity to utilize technology to mitigate distracted driving. This 
paper underscores the need to understand human-technology interactions and introduces a technology-driven framework 
consisting of three components: (i) Monitor, which provides the functionality related to sensing the driver state within the 
dynamic driving environment (guided by expected behaviors); (ii) Manage, which oversees decision-making and behavior 
changes by implementing interventions like multimodal alerts and restricting functionalities; and (iii) Motivate, which targets 
sustainable behavioral shifts by employing incentives, coercion, and gamification to foster positive changes. Through the 
synergy of the Monitor, Manage, and Motivate components, the 3M framework can guide further development of technologies, 
incorporating advanced sensing, personalized interventions, and tighter automation integration. This technology-driven 
framework strives to promote safe driving behaviors while maintaining desired levels of driver attention and introducing long-
lasting changes in behavior. 
 

1. Introduction 
Distracted driving is a leading contributing factor to 

vehicle crashes in many countries [1]. According to the 
National Highway Traffic Safety Administration (NHTSA), 
in 2019 distracted driving contributed to 3,142 fatalities and 
an estimated additional 424,000 injuries on U.S. roadways [2]. 
While the burden associated with distracted driving due to 
loss of contextual awareness is likely to increase with the 
prospect of increasing vehicle automation, this can also be an 
opportunity to leverage new technological capabilities that 
reduce driver distraction and other risk behaviors.  

2. Driving Automation and Distracted Driving  
Consumer vehicles currently on the market are 

increasingly equipped with partial automation systems that 
can simultaneously control the longitudinal and lateral 
vehicle kinematics on a sustained basis. The driver remains 
responsible for monitoring the automation/environment and 
performing object/event detection, response selection, and 
execution. When using driving automation, the driving 
demands are lowered and the driver role pivots toward 
monitoring. Under these circumstances, it is challenging to 
maintain attention to the driving task and drivers often use the 
“freed-up” resources to do other things than driving. This 
tendency is amplified even more by the increased availability 
of portable electronics and in-vehicle technologies. These 
changes in driver behavior are observed although partial 
automation systems like Tesla Autopilot are delivered with 
formal statements that drivers should stay vigilant and 
monitor the road at all times, emphasizing that drivers are still 
subjected to the same legislation and laws related to driver 
distraction. The overall concerns regarding driver readiness 
or failures to take back control in time-critical situations due 
to distraction are underpinned by high-profile crashes of 
vehicles equipped with partial automation and NHTSA’s 
standing general order requiring manufacturers to report 
crashes involving the use of automation [3]. 

3. Mitigating Driver Distraction 
Many of the building blocks for the tools needed to 

mitigate driver distraction already exist or are in the making. 
However, mitigating distraction successfully requires more 
than creating the technology, building the infrastructure, 
promoting legislation, or launching media campaigns. It is 
necessary to bring all these pieces together into a framework 
that can explain and guide how to change driver behavior in 
a desirable way, that is grounded in theory and applicable to 
engineers, designers, and policymakers. In contrast to models 
that capture typical driver behavior or map the boundaries of 
performance, the proposed Monitor, Manage, and Motivate 
framework (the 3M framework hereafter) is a process model 
that methodically operationalizes changes in driver behavior. 
This framework can be used to generate insights and provide 
behavioral design recommendations to achieve sustainable 
mitigation of driver distraction. 

4. The 3M Framework 
The Monitor, Manage, and Motivate components in 

the 3M framework (Fig.1) are responsible for handling 
multiple aspects of the distracted driving problem. When 
combined and connected with the relevant information 
streams, these components result in a framework to promote 
and support safe driving by managing attention on a moment-
to-moment basis and inducing long-lasting changes to driver 
motivations.   

4.1 Monitor 
This component provides all the functionality related 

to sensing the driver state within the dynamic driving 
environment (guided by expected behaviors) and 
communicates the driver and environment state to the 
Management component. Driver monitoring systems (DMS) 
offer new opportunities to monitor the driver’s state in real-
time, including distraction. Driver monitoring can utilize a 
range of sensors, applicable for capturing many aspects of 
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behavior and for tracking behaviors at different granularity 
levels. Based on technological advancements, ongoing 
research, and regulatory and rating agency requirements, 
DMSs are expected to become prevalent and a standard 
feature in new vehicles. 

Additional sensor data can come from ongoing efforts 
to develop sensing capabilities that monitor the physiological 
state of the driver (e.g., impairment due to fatigue, alcohol, or 
THC) and characterize interactions with in-vehicle systems 
(e.g., frequency of tapping on the infotainment screen). Other 
types of sensors focus on capturing driving performance and 
kinematics. Measures like speeding, standard deviation of 
speed, and lane position have been used separately or in 
combination with data from other sensors to infer on driver’s 
state within the driving environment.  

Recent technological developments also allow for 
external monitoring of the driver state. For example, cameras 
mounted on traffic lights can capture driver activities within 
the vehicle and driving performance (e.g., speed and red-light 
running), thus delivering external monitoring capabilities [4].  
In the 3M model, the monitoring component is guided by 
inputs of the expected or desired behavior of the driver and 
long-term expected behavioral patterns (from the Manage 
and Motivate components (Fig.1).  

4.2 Manage 
This decision-making component is responsible for 

the execution of tactical changes in driver behavior. The 
successful operation of a management component depends on: 
(i) robust and mature monitoring that delivers reliable data; 
(ii) formalized rules and structured logic defining acceptable 
and unacceptable states and behaviors and, (iii) the 
availability of diverse and multimodal interventions. These 
capabilities are foundational for ongoing decision-making 
needed when managing immediate and short-term driver 
behavior.  

Informed by the monitoring component this 
component takes a control theory approach for managing the 
gap between observed and desired behaviors. It maps the 
driver state onto constructs like visual attention, risk-taking 
propensity, automation use, misuse, and abuse. If the 
management component detected that the observed behavior 
deviates from the desired behavior threshold, it would issue 
an intervention to incite a behavior change. Thus, to direct 
driver behavior effectively, this component may rely on an 
ability to deliver interventions that are noticeable and can 
communicate the need for a timely response. Restriction-
based prevention is another intervention to manage driver 
behavior that uses in-vehicle technology and/or smartphone 
applications to limit the opportunity to engage in distracting 
activities. For example, cellphone manufacturers offer the Do 
Not Disturb While Driving mode which targets distracted 
driving by prohibiting calls and texts and blocking audio 
features and specific applications when driving.  Apple’s 
CarPlay and Google’s Android Auto take a different 
approach, rather than restricting functionality, these tools 
project the interaction from the smartphone to the car’s 
infotainment displays, which are often larger than the phone 
screen.  

4.3 Motivate 
To achieve significant and sustainable change in 

driver behavior there is a need for a coordinated set of 
interventions and supporting activities that target behavioral 
patterns. [5] investigated drivers’ willingness to engage in 
distracted driving and found that decisions are strongly 
related to motivations and “lifestyle” perception. For example, 
reducing manual cellphone use while driving goes beyond the 
moment-to-moment management of driver attention and 
involves changes in intentions and how choices are made. 
Hence, the motivation component in the 3M model refers to 
the use of interventions and supporting activities to shape 
behaviors, habitual processes, emotional responses, and 
analytical decision-making [6].  Social norms, education, and 
awareness campaigns are some of the inputs that inform how 
to motivate drivers to engage in expected behavioral patterns. 
There are multiple types of interventions to shape driver 
motivations; some provide incentives that promote and 
reinforce desired behavior, while others demote or eliminate 
undesired behaviors through intimidation and punishments. 
Other relevant approaches include gamification, enablement, 
and scaffolding [7]. An example of an enablement-based 
intervention that encompasses behavioral support to promote 
safe driving is the simplification of Bluetooth pairing of 
cellphones with in-vehicle infotainment systems.  
 

 
Fig. 1. The 3M framework core functional components and 
information flow. 

5. Conclusions 
The increased functionality of in-vehicle systems and 

the prevalence of portable electronics, along with rapid 
developments of advanced driver-assistive systems (ADAS), 
dramatically increase the burden of distracted driving due to 
loss of contextual awareness. This study highlights the 
importance of understanding how humans interact with 
technology in both positive and negative ways and proposes 
a technology-driven framework to monitor, manage, and 
motivate driver behavior, prevent distraction, and mitigate its 
harmful effects.  

Through the synergistic functioning of the Monitor, 
Manage, and Motivate components, the 3M framework holds 
the potential for further development and advances as 
technology continues to evolve. Future implementations of 
this framework might include driver attention management 
technologies with enhanced sensing and detection, 
personalized interventions, tighter integration of automation, 
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and context-aware adaptation. Leveraging technologies, the 
framework endeavors to promote safe driving behaviors 
while maintaining desired levels of driver attention and 
introducing long-lasting changes in driver behavior. 
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Abstract: As vehicles become increasingly automated, it is important to have a functioning inattention and attention 
collaboration between the driver and the semi-autonomous vehicle. In the case of semi-autonomous vehicles, the driver 
is not completely disengaged but still bears responsibility for driving. Since only certain functions are automated, the 
vehicle needs to be able to give the driver clear attentional feedback about an inattentional traffic situation and prompt 
the driver when he or she needs to avoid a traffic collision. Eight traffic warning modalities were used to investigate the 
movement from inattention to attention: haptic, visual, auditory, visual-auditory, haptic-visual, haptic-auditory, haptic-
visual-auditory, and no-feedback. The results showed that the driver's reaction time was significantly shortest when the 
system provided haptic attention feedback as its own modality that interacted with the car drivers in a simulator. The 
visual factor was also used via previous research areas that provided drivers with visual information on the instrument 
panel. The visual and auditory information was provided via previous attention criteria. The other conditions that were 
slower than the haptic factor were the three different combinations with the haptic factor. 
 

1. Introduction 
Driver attention direction is a clear relation to driver 

inattention in the sense that the levels of traffic severity vary 
where drivers need to move their attention in order to 
maintain a high traffic safety level. 

Today, semi-autonomous vehicles are common on 
the roads, and levels of automation have to do with 
functions that were previously performed by humans as 
complete or partially replaced by a computer system. In the 
case of semi-autonomous vehicles, the driver is not 
completely disengaged but still bears responsibility for 
driving (European Commission, 2021; Favaro, Eurich & 
Rizvi, 2019; Gaffary, & Lécuye, 2019; Michelaraki et al., 
2023; Masello, Sheehan, & Castignani, 2023). The arrival of 
such automation represents a steady development from the 
fully manual vehicles we have today, to the fully automatic 
vehicles we have in the future (Casner, Hutchins & Norman, 
2016).  

Studies have shown that most drivers react in 1-2 
seconds for high-priority warnings such as frontal collision 
warnings (ITS Informal Group, 2011). Many common 
modalities in today’s vehicles use visual and auditory 
feedback for ADAS-warnings such as TOR (take-over 
request), ACW (adaptive cruise warning), and FCW 
(forward collision warning). Forenbrock et. al (hereafter 
mentioned as NHTSA) made a study in 2011 where they 
tested different combinations of feedback in frontal collision 
warnings -including haptic seat belt feedback. Results 
showed that haptic feedback was involved when drivers 
reacted the fastest. The haptic feedback as a standalone 
modality, however, showed the longest reaction time. The 
shortest time was with the combinations of haptic, visual 
and auditory feedback.  

This research classifies driver reaction times 
according to a standardized cognitive attention metric that 
can be utilized for assessing safety contexts, which are then 

used to dictate adaptive human machine interface (HMI) 
functions in real-time (Riener, Jeon, Alvarez & Frison, 2017; 
Xin et al., 2021). The major contribution is this relation 
between cognitive attention factors, driver monitoring, and 
safety levels. An anti-collision warning system (advanced 
driver assistance system, ADAS) was used to provide 
warnings to prompt the driver to act and avoid an accident. 
Three different high priority warning system modalities in 
frontal collision were used: haptic, visual, and auditory. 
These modalities were based on retrieved literature and a 
participant survey in a driving simulator. The effect of the 
seat belt haptic feedback on the driver's reaction time in 
frontal collision warning was tested as its own modality as 
well as in combinations with visual and auditory feedback.  

In addition, this research presents the concept of 
driving analytics, which further develops the AI-based data 
analysis methodologies to enhance the accuracy of context 
detection for assessing safety levels. On-board sensors, 
including eye-tracking cameras were employed to analyze 
the driver's visual distractions by extracting features through 
image analysis techniques.  

The major contribution of this research is the 
consolidation of driver and driving state features that are 
inherent to the physiological and cognitive attributes of 
individual drivers and unique driving contexts that 
incorporate vehicle and traffic features. The key research 
question is: How does haptic attentional feedback affect the 
driver’s reaction time, standalone as well as in combination 
with visual and auditory feedback? Is one modality as 
standalone or in combination the best way of providing 
attention warnings to the driver. 

2. Method 

2.1 Study Setting  
Autoliv’s simulator was used to conduct similar tests 

to NHTSA (2011). The same modalities in the NHTSA’s 
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study (2011) were tested. Eye-tracking was used to study 
eye gazing before, during and after the warning.  

2.2 Participants 
There was a total of 80 participants, 10 (between-

group) participants in each of the eight modality levels. The 
participants had no prior knowledge of the warnings, the 
meaning behind the feedbacks or an animal that animated 
out of the forest. The ages were 19-65 with a goal of having 
an equal number of men and women. They approved of the 
ethical factors in relation to their participation. 

2.3 Experiment conditions 
The eight experimental conditions were: Haptic (H), 

Visual (V), Auditory (A), Haptic-Visual (HV), Haptic-
Auditory (HA), Visual-Auditory (VA), Haptic-Visual-
Auditory (HVA), and No Feedback (NF). 

The scenario (Fig. 1) was set up in a virtual remake 
of the AstaZero test-track using the Autoliv simulator. 
Participants were told to drive around the rural road of 
AstaZero at 70 km/h and keep right. Approximately three 
minutes in, the participant approached the warning-stretch, 
where they were about to get one of different warning 
combinations. 

Haptic warnings were activated using a manual 
button, while visual and auditory were automatically 
activated using scripts. Therefore, visual queries were 
placed [Q] 50 m before the automatic activation of visual 
and auditory warnings [A] to accurately time the manual 
button click with the automatic warning. When passing the 
blue column [A] the hidden animal [B] started animating 
towards the road [C] (Fig. 2), while simultaneously the 
participant is being presented with one of four warning-
combinations. While the test was aimed to study the effects 
of modalities and reaction times made, crash-statistics were 
noted 
 

 
Fig. 1. The traffic area with a maximum of 70 km/h. [Q] 
warning zoon, [A] warning activation, [B] object 

 
The scenario object (deer) had to be moved due to 

some technical irregularities. This seemed to affect the result 
(later slide) and therefor the VA group was excluded from 
the data analysis. VA will be included in the graphs but 
cannot be taken into consideration as the eye-tracking 
results show that this change had an effect. 

Reaction times were measured from the time of 
warning to the participant braking -using automated data to 
extract timestamps and confirming them using eye-tracking. 
The participants had no prior knowledge of the warnings, 

the meaning behind the feedbacks or animal that animated 
out of the forest. 

During the drive, participants saw oncoming traffic, 
parked vehicles and people on the side of the roads to avoid 
sudden suspicion to the visual queries. 

Eye-tracking glasses were used to observe eye gazing 
and evaluate possible results. 
 

 
Fig. 2. The traffic area with a maximum of 70 km/h. [Q] 
warning zoon, [A] warning activation, [B] object 
 

During the drive, participants saw oncoming traffic, 
parked vehicles and people on the side of the roads to avoid 
sudden suspicion to the visual queries. While the purpose of 
the tests was aimed to study the effects of attention and 
inattention modalities according to reaction times, crash 
statistics were also recorded. 

3. Results 
The primary results are the reaction times (Fig. 3) 

and crash percentages (Fig. 4) in relation to the different 
perceptual warnings. 

3.1 Reaction time (RT) and crash percentage 
The fastest reaction time was VA (1.12) followed by 

H (1.37). But due to the technical irregularities VA was 
excluded from any kind of statistical test. The slowest 
reaction time was V. The main effect was not significant, 
one-way ANOVA main effect, F(7,72) = 1,98, p = 0.135, n2 

= 0.142. There is, however, a large difference between the 
haptic and the haptic-visual-auditory conditions in Fig. 3, 
which was statistically tested as well. The RT difference 
between those two conditions was significant, via the 
multiple comparison post-hoc test LSD, p(0,026). There was 
also a similar significant difference between H and NF, 
p(0,036) and H and V p(0,028). 

The crash/non-crash percentages for each condition 
show a large difference between NF and H. For NF, crashes 
were 90%, and for H, 40%. And H was the only condition 
where there were fewer crashes than non-crashes.  
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 Fig. 3. Mean reaction times for the eight perceptual 
warning conditions. 
 

 Fig. 4. Mean percentages for crash/non-crash for the eight 
perceptual warning conditions. 

4. Discussion and Conclusions 
The visual and auditory information was provided via 

the criteria in ITS Informal Group (2011). The other 
conditions that were significantly slower than the haptic 
factor were the three different combinations with the haptic 
factor. Given these results, haptic warning information has a 
positive effect for drivers' responce and reduced crashes. 
The other condition very near haptic information is the 
auditory condition for both reaction time and crash 
percentage. The limitation of this study is the one traffic 
situation that was investigated when a deer can come out on 
the road. A key question and further development then has 
to do with other traffic situations and driver interaction with 
perceptual attention factors to reduce driver distraction. This 
will be further studied.  

Through the application of machine learning 
algorithms, future ADAS systems in collaboration with HMI 
recognize various driving patterns that were hidden from 
previous traffic safety solutions. This includes the 
combination of driver distraction levels, as well as vehicle 
dynamics and ambient traffic to enable the derivation of 
more precise safety indicators. These indicators are then 
utilized for HMI functions. 
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Abstract: The objective of this study was to understand the cognitive demand in using In-Vehicle Infotainment system 
functions while driving. A total of 40 students of the Driving instructor program at the Nord University in Norway were 
asked to drive a car with double pedal set and a safety instructor on a specific route. They voluntarily performed four 
tasks on the touchscreen of different difficulty levels and the rides were registered with the use of eye-tracking glasses. 
The four tasks were: (1) to choose a radio channel, (2) to use the air conditioning system and fix temperatures for the 
driver and the passenger (3) to use the navigation system and (4) to listen to music on a streaming platform. The 
preliminary results suggest that the IVIS functions while driving require many switching sequences with the navigation 
system being the more demanding task. The relation between the speed distribution and the attention directed to the 
screen while driving provide an understanding of the risk incurred by the drivers. The cognitive load associated with 
switching sequences increases the risk of being surprised and affect the ability to react to risky situations. An adverse 
effect is the reduction in the “prediction error” time the brain needs to avoid surprises in traffic and to correct the plan 
and the execution of the actions. This paper contributes to better knowledge about the issues related to the use of car 
touchscreens with the help of eye-tracking and will be of high interest for the road safety community. 
 

1. Introduction 
Our brain builds cognitive maps to make it possible 

for us to know where we physically are in a landscape 
("where am I?"), orientate ourselves and move to a location 
("where am I going?"). These mental representations of our 
spatial environment are connected to our place and grid cells 
in our brain hippocampus area and entorhinal cortex 
providing our own navigation system (Moser and Moser, 
2017). 

When significant changes occur in our environment, 
our cognitive maps are continuously updated and replaced 
with new ones. Such changes are called "cognitive 
remapping" in neuroscience research studies (Latuske, 2018; 
Green, 2022; Sugars, 2019). We, humans continuously 
predict and re-plan, asking ourselves internally over and over, 
what is going to happen? where? when and how? (O`Keefe 
and Nadel, 1978; Buzsáki and Moser, 2013; Nadel, 2021). 
Performing the driving tasks consists of cognitive remapping 
sequences and the same applies when drivers use In-Vehicle 
Infotainment Systems (IVIS), they must find their way 
through the menu and its options. Using such a system while 
driving requires switching back and forth between the traffic 
situation and the touchscreen and to repeatedly process 
cognitive remapping, updating our working memory and 
long-term memory. 

Previous studies have investigated the driver-
interaction with IVIS systems or mobile phones. The findings 
showed that interacting with systems requires high levels of 
both cognitive workload and interaction times with the 
system (Biondi et al., 2019, Buschholtz et al., 2023). In 
driving simulator studies, results demonstrated that drivers 
adapt their behaviour and move back their attention to the 
road when they perceive that the situations required it (Platten 
et al., 2013). According to the European Transport Safety 

Council (ETSC, 2023), long glances (greater than 2.0s) away 
from the road are correlated with increased accident risk. The 
National Highway Traffic Safety Administration published in 
2013 the same guidelines for evaluating eye gaze behaviour 
while driving (NHTSA, 2013), indicating that 85% of eye 
glance durations away from the roadway should be 2s or less. 
The occlusion testing theory implies that the driver should 
also be able to complete a task with a Total Eyes-Off-Road 
Time of 12s (ISO 16673). Recent studies concluded that more 
field tests are needed to contribute to better HMI design and 
to understand the effects of modern touchscreens on road 
safety (Tinga et al., 2023, Buchholtz et al., 2023). 

The objective of this study was to understand the 
visual, manual and cognitive workload of the drivers while 
using different IVIS-touchscreen functions. The use of an 
eye-tracking system in real traffic conditions allows us to 
evaluate their switching eye movement patterns and to relate 
these results to their speed choice.  

2. Method 

2.1 Participants 
A sample of 40 voluntary students at the Nord 

University in Stjørdal (Norway) participated in the study. 
They all followed the 2 year-License B Driving Instructor 
Education program to become instructors of driving schools.  

2.2 Procedure 
The participants were asked to perform four tasks 

while driving on a specific route: (1) to choose a radio 
channel, (2) to use the air conditioning system and set 
temperatures for the driver and the passenger (3) to use the 
navigation system and (4) to listen to music on the streaming 
platform. They had the choice to perform the tasks or not. 

176



2 
 

The schedule times on the route for performing the 
tasks were defined in advance considering the location, the 
traffic situation and the use of the touchscreen functions. 

The drivers had to wear eye tracking glasses and drive 
an automatic car with two sets of pedals (also used in the 
context of their education program). The role of the safety 
instructor on the passenger seat was to provide the task 
instructions at the right time and ensure safety. The speed of 
the car was registered from the instrument panel. 

After the driving, the participants had to fill a form 
based on the 7 point-scale NASA RTLX assessment tool to 
give their opinion about using the IVIS-touchscreen functions 
while driving.  

2.3 Materials 
The eye tracking system was provided by Tobii AB. 

The system consists of the Tobii Pro Glasses 2 with the Tobii 
Pro Lab (Version 1.162) [Computer software], Danderyd, 
Sweden: Tobii AB. The system collects raw eye movement 
data points, and each data point is identified by a timestamp 
and coordinates. The eye movements alternate between 
saccades (20-40 ms) and fixation points (100-600 ms). 

The touchscreen of the car used for the study is a 10-
inches HD touchscreen with 7 touch function buttons. A 
phone was connected to the screen via Bluetooth to use a 
streaming music platform. 

3. Results 

3.1 Eye tracker validation 
The validation is a procedure to assess the eye tracking 

data quality by calculating the eye-tracking samples. The 
system has a 50 Hz sampling frequency that generates 50 
samples per second. Ideally if the system uses all the samples 
to calculate the gaze points, the gaze sample would be 100%. 
However, blinking often causes 5-10% data loss during a 
recording (Tobii AB, 2021). 

The gaze samples for each driver when performing a 
task are calculated as follows: Gaze sample = (Number of 
unclassified samples + saccades + fixations)/Theoretical gaze 
samples and gaze samples with poor data quality (under 90%) 
are discarded from the study. 

3.2 Eye tracker data 
The preliminary results show that the task that 

required the most driver attention was to enter an address in 
the navigation system.  
 

Fig. 1.  Example of the attentional distribution over 
time (fixation points) of a participant while using the 
navigation system. 

Figure 1 presents an example of the attentional 
distribution of a participant when performing the task in an 
urban setting. The driver focused 50.4% of his attention on 
the screen and 33.3% on the road and traffic (including 
mirrors). The remaining time left is the fixation points on the 
central switch panel (3.4%), the saccades or the missing 
points due to eye blinking (12.9%). 

Statistics will be performed for the whole sample to 
investigate the attentional distribution for the four tasks to 
evaluate the demand and the effort required of the drivers and 
the inherent accidental risk associated to their speed 
adjustments while using the different touchscreen functions. 

3.3 NASA RTLX assessment tool 
Figure 2 shows that the mean perceived stress scores are 
approximately 4 for 5 of the indicators, except for the 
temporal demand (M=2.86, SD=1.72) and frustration level 
(M=3.14, SD=1.89). The results are spread out from the 
average score indicating differences in perceived demand and 
risk perception among the drivers.  
 

Fig. 2.  NASA RTLX results for all the drivers (n=40). 

Figure 3 indicates that the tasks performed by the drivers are 
perceived with different levels of cognitive difficulty. 
Activating wipers is found to be easy whereas entering an 
address is evaluated as the most demanding task in terms of 
attentional load. The results are spread out indicating 
differences in perceived cognitive abilities among the drivers. 

Fig. 3.  Perceived attentional loads for all the drivers while 
performing the different tasks (n=40). 
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4. Discussion 
In this study, the tasks performed with the IVIS 

functions require many switching actions between the road 
and the screen. The cognitive load associated with back and 
forth switching sequences increases the risk for the drivers of 
being surprised and affect their ability to react to risky 
situations. An adverse effect is the reduction in the 
“prediction error” time the brain needs to avoid surprises in 
traffic and to correct the plan and the execution of the actions. 
The cognitive load associated with the IVIS tasks suggest a 
reduction in driver skills with drivers less likely to anticipate 
hazardous situations and adjust their behaviour. For example, 
drivers may become less precise, e.g. less speed control, less 
mirror control, and limited head movement. 

5. Conclusions 
The preliminary results suggest that the IVIS functions 

while driving require many switching sequences with the 
navigation system being the more demanding task. Please 
note that the final results will be provided in the oral 
presentation and the published journal paper. The relation 
between the speed distribution and the attention directed to 
the screen while driving provides an understanding of the risk 
incurred by the drivers. 
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Abstract: Naturalistic driving data allows researchers an opportunity to better understand drowsy driving, through 
review of driver-facing video capturing driver behavior and eye closures as drowsiness occurs in the real world. The 
current study explored how different drowsiness measures impact fatigue determination (whether fatigue was observed) 
in driving samples and study estimates of fatigue prevalence, risk, and secondary task association for truck and 
motorcoach drivers. The data was previously collected and reduced in two completed naturalistic driving studies. 
Analyses investigated PERCLOS scores using 1 minute of data (PERCLOS 1) versus 3 minutes of data (PERCLOS 3). 
The study found the sample size of events with valid PERCLOS data increased by 8.94% when PERCLOS 1 criteria 
were used. Matching fatigue determination in PERCLOS 3 and PERCLOS 1 scores was found for 95.89% to 99.48% of 
truck and motorcoach driving samples. The risk of safety-critical event involvement when driving while fatigued was 
consistent for truck drivers when using PERCLOS 1 or PERCLOS 3 to determine fatigue. However, for motorcoach 
drivers, SCE risk estimates were affected by PERCLOS measure used. The study investigated methods to lessen the 
effort of fatigue data reduction in future studies and obtain the most valuable dataset at the lowest time and cost budget. 
The study found that, a targeted fatigue reduction approach that includes ORD for all events and targeted PERCLOS 3 
or PERCLOS 1 reduction for events that meet or exceed an ORD threshold can reduce the cost of fatigue reduction 
while maintaining the advantage of ORD reduction.  
 

1. Introduction 
Every year, drowsy and fatigued driving contributes to 

thousands of crashes and their resulting injuries and fatalities 
(National Center for Statistics and Analysis, 2017). Drowsy 
driving prevalence in truck-involved crashes has been 
estimated at 13% (Federal Motor Carrier Safety 
Administration, 2005). However, these estimates likely 
underestimate how often drowsiness contributes to crashes.  

Naturalistic driving data allows researchers an 
opportunity to better understand drowsy driving, through 
review of driver-facing video capturing the driver’s behavior 
and eyes as it occurs in the real world. In a recently completed 
naturalistic driving study, reduction of a subset of events 
included two drowsiness measures successfully used in 
naturalistic driving data: Observer Rating of Drowsiness 
(ORD) (Wiegand, McClafferty, McDonald, & Hanowski, 
2009) and manual percentage of eye closure (PERCLOS) 
(Wierwille & Ellsworth, 1994).  

The reduction of both ORD and PERCLOS 3 in 
Hammond et al. (2021) provided a unique opportunity to 
compare drowsiness measures for strengths, weaknesses, 
similarities, and differences. The current study explored how 
drowsiness measures impact study estimates of fatigue 
prevalence and risk for truck and motorcoach drivers. The 
study examined the relationship across ORD, PERCLOS 1, 
and PERCLOS 3 drowsiness measures to identify ways to 
obtain the most valuable dataset at the lowest cost to time and 
budget. 

2. Method 

2.1 Data Source 
The current study utilized naturalistic driving data 

collected during the Onboard Monitoring System Field 
Operational Test (OBMS FOT) study (Boyle, Guo, 
Hammond, Hanowski, & Soccolich, 2016) and further 
reduced during the Naturalistic Driving Study (Hammond et 
al., 2021). The study included 172 truck driver and 73 
motorcoach driver participants. Safety-critical events (SCEs) 
and baseline driving epochs (BLs) underwent reduction for 
secondary task engagement, driver drowsiness, and more. 

2.2 Drowsiness Measures 
Driver drowsiness reduction performed in Hammond 

et al. (2021) included ORD scored over one minute of data 
and manual PERCLOS scored over three minutes of data 
(PERCLOS 3). ORD measures drowsy driving with a 
subjective assessment of the driver (Wiegand, McClafferty, 
McDonald, & Hanowski, 2009) and is rated on a scale of 0 to 
100. Manual PERCLOS is the percentage of time when the 
driver’s eyes are “80 to 100 percent closed” (Wierwille & 
Ellsworth, 1994) and is coded by reviewing each sync for 1 
minute (PERCLOS 1) up to 3 minutes (PERCLOS 3) leading 
up to an SCE/BL. ORD and PERCLOS scores can be used to 
make a “fatigue determination” about a moment of driving- 
when the ORD score or PERCLOS score reaches or exceeds 
a specified value, the driver is said to be fatigued (and 
conversely, if the scores are under the specified value the 
driver is said to not be fatigued). 

In the current study, PERCLOS 1 scores were 
calculated from PERCLOS 3 data for all SCEs/BLs. That is, 
the PERCLOS 1 values used in this report were calculated 
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from a one-minute subset of the original PERCLOS 3 coded 
data. The fatigue determination was made for all SCEs/BLs 
for each of the drowsiness measures calculated (ORD, 
PERCLOS 3, and PERCLOS 1).  

2.3 Analysis Approach 
Hammond et al. (2021) study assessments of the 

relationships between SCE involvement, driver distraction, 
and drowsy driving (using PERCLOS 3) were reassessed 
using PERCLOS 1. Generalized linear mixed-effect models 
and resulting odds ratios (ORs) and 95% confidence intervals 
(CIs) were used to estimate the risk of SCE involvement 
during fatigued driving.  

The final analysis investigated how a multifaceted 
drowsiness reduction approach could be used to maximize 
drowsiness data collection and reduce drowsiness reduction 
costs. ORD ratings for PERCLOS 3 and 1 fatigued events and 
non-fatigued events were compared and the ORD rating 
threshold that the PERCLOS fatigued events met or exceeded 
was identified. Estimates of reduction time and cost were 
calculated and compared for several drowsiness reduction 
approaches, including performing ORD on all events and 
targeted PERCLOS reduction on events meeting or exceeding 
the ORD rating threshold (ORD and targeted PERCLOS 3, 
ORD and targeted PERCLOS 1). 

3. Results 

3.1 Investigating Prevalence and Risk of Fatigue using 
PERCLOS 1 

When using PERCLOS 1, the prevalence of fatigue in 
BL data was found to be 0.52% for motorcoach data (11 BLs) 
and 3.95% for truck data (85 BLs). The prevalence of fatigue 
in SCE data was found to be 1.42% for motorcoach data (115 
SCEs) and 12.69% for truck data (182 SCEs). Driving while 
fatigued was found to increase risk of SCE involvement by 
2.31 times compared to driving without fatigue for truck 
drivers [95% CI = (1.69, 3.15)]- a finding consistent with the 
PERCLOS 3 finding in Hammond et al. (2021). Motorcoach 
drivers showed no significant change in SCE risk when 
driving while fatigued compared to driving without fatigue 
[OR = 2.12, 95% CI = (0.94, 4.78)]. This result was not 
consistent with the Hammond et al. (2021) finding based on 
PERCLOS 3 data. 

3.2 Identifying Fatigue Reduction Options and 
Evaluating Reduction Time and Cost 

The first step in identifying an ORD rating score 
interval for targeted PERCLOS reduction was to understand 
the distribution of ORD ratings for events marked as fatigued 
using PERCLOS 3 and PERCLOS 1 score calculations. All 
but one PERCLOS fatigued event with ORD ratings of 
“slightly drowsy” had ORD rating scores of 27 or higher. If 
an ORD rating score of at least 27 was set as a cutoff for 
performing PERCLOS reduction, 58.38% events in the 
current study would receive PERCLOS reduction. If the ORD 
rating score cutoff was lowered to at least 25 to include a 
small buffer, 61.90% of events in the current study would 
receive PERCLOS reduction.  

Based on current reduction rates, the cost for 
drowsiness reduction for the full event dataset (n = 6,763) 
would be approximately $66,953.70 for ORD reduction, 

$89,271.60 for PERCLOS 3 reduction, and $31,433.66 for 
PERCLOS 1 reduction. Table 1 compares the reduction costs 
for ORD and targeted PERCLOS options to the approach of 
ORD and PERCLOS for all events. A targeted approach 
using PERCLOS 1 (the most cost-efficient option) is 55.31% 
of the cost of all events receiving ORD and PERCLOS 3 
reduction (the highest cost option).  
 

4. Conclusions 
Drowsy and fatigued driving is a critical problem, 

resulting in thousands of crashes and fatalities every year. 
Naturalistic driving research provides critical insight on the 
characteristics of drowsy driving and the frequency and 
severity with which it occurs. The use of PERCLOS 1 can 
increase the available event sample size for analysis.  

Fatigue prevalence in BLs was slightly different based 
on the PERCLOS method. Fatigue prevalence as measured 
using PERCLOS 1 was higher in motorcoach and truck SCEs 
compared to BLs. A similar range of fatigue prevalence has 
been observed in other naturalistic driving studies (Hammond 
et al., 2016; Klauer et al., 2006; Dingus et al., 2016; Owens 
et al., 2018). Truck drivers showed statistically significant 
increased risk of SCE involvement when fatigued, regardless 
of PERCLOS method used to measure fatigue. Increased risk 
of safety event involvement when fatigued has been found in 
several driving studies (Hanowski, 2000; FMCSA, 2005; 
Dingus et al., 2006; Dingus et al., 2016). 

The assessment of drowsiness measurement methods 
for reduction cost and time identified an opportunity to limit 
costs and obtain full, rich datasets using a targeted reduction 
approach. Performing ORD for all events and PERCLOS 1 
for targeted events cut reduction costs in half compared to all 
events receiving ORD and PERCLOS 3 reduction. A targeted 
approach benefits from the strengths of multiple drowsiness 
measurement methods. Researchers evaluating the best 
drowsiness measurement method for their study will need to 
consider how the different methods will impact range of 
drowsiness captured, number of events to assess, and time 
and monetary budget for fatigue reduction. Researchers may 
want to consider for what purpose they are assessing 
drowsiness and whether it is important to capture early stages 
of drowsiness and fatigue-fighting or fatigue-managing 
behaviors or to capture fatigue in more advanced stages.  

Table 1 Proportion of reduction cost for ORD and 
targeted PERCLOS option compared to all ORD and 
PERCLOS option. 

Proposed Fatigue  
Reduction Option 

Comparison 
Option 

Proportion 
of Cost 

   

All ORD + Targeted PERCLOS 3 
at ORD Threshold 25 

All ORD + All 
PERCLOS 3 78.23% 

All ORD + Targeted PERCLOS 1 
at ORD Threshold 25 

All ORD + All 
PERCLOS 1 87.83% 

All ORD + Targeted PERCLOS 1 
at ORD Threshold 25 

All ORD + All 
PERCLOS 3 55.31% 
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Abstract: The main goal of the project was to develop, test, and evaluate a new training model for bicycle traffic 
education based on the scientific concept Mind, Brain and Education (MBA), that utilizes the interaction between 
neuroscience, psychology, and pedagogy. Distribution of attention has an important impact on children´s behaviour in 
mixed traffic situations. Learning how to properly use attention in complex traffic situations has never been part of 
traditional road safety education in Norway. The Norwegian Council for road safety, Trygg Trafikk, with SINTEF and 
Nord University developed a new road safety education program based on the last findings in Neuro-Education. The 
training model is anchored in knowledge about the brain's development of cognitive maps, serving as the basis for 
navigation and episodic memory. The method developed for stimulating schoolchildren' reflection on traffic safety issues 
and three concepts: risk, orientation, and attention. SINTEF compared the new education program with the one 
currently in place in Norway at its Virtual Reality laboratory. The results showed that the experiment group who 
participated in the new education program orientated themselves and used their attention better than their counterparts 
in the control group who followed the traditional program. 
 
 

1. Introduction 
The teaching model presented in the following has 

focused on the development of children's attention and risk 
perception. The Norwegian Council for road safety with 
SINTEF and Nord University developed a new road safety 
education program based on the last findings in Neuro-
Education. 

Traffic rules, signs and regulations have been an 
essential part of the school road safety education program 
over the past years. Proper use of attention in complex traffic 
situations has not earlier been a subject in this kind of training 
programs.  

The new education program was compared with the 
one currently in place in Norway at SINTEF´s Virtual Reality 
laboratory. Our research shows that attention training can 
increase children´s ability to orient themselves and gain better 
self-regulation.  

2. Method 
The program was evaluated with two groups of 5th 

grade pupils; an experiment group exposed to the new 
training program, and the control group exposed to the 
standard program already in use. A bicycle simulator and a 
Head Mounted Display (HMD) with an integrated Tobii eye 
tracking system, were connected to the Virtual Reality.  

 

 
Fig. 1: SINTEF´s Virtual Reality laboratory with eye tracking 
system 
 

The virtual environment was an identical copy of the 
traffic center facility. The traffic center is a training facility 
for schools consisting of a miniature traffic system with 
intersections, traffic lights and signs. Children wearing 
glasses (issued with VR glasses) and children not used to 
bicycle to school were excluded from the study.  
 The HMD with eye tracking system allowed 
registering of time stamped fixation points, total fixation 
duration, and time to first fixation for each Area of Interest 
(AOI) in the virtual world. The AOIs have been chosen on the 
basis of risk assessments at road junctions and how this 
subject is trained in driver education. 

A didactic cognitive teaching approach was chosen 
to develop schoolchildren's attention and ability to assess 
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risks and construct cognitive maps (spatial representations of 
the environment). The approach required teachers to 
problematize complex traffic situations and control the 
instructional stimuli to engage children's reflection and 
actions. The teachers therefore had to undergo a guidance 
course in order to be able to carry out the teaching in this way.  

As stated by Piaget (1973), knowledge emerges 
through active participation and curiosity. This interactive 
approach, or called constructivism explained that the 
cognitive development is formed based on interactions 
between brain cognitive functions and the environment 
(Inhelder and Piaget, 2013). Children are active learners and 
thinkers with problem-solving skills. The teacher is then a 
facilitator to boost children' reflective and critical thinking. 
 
2.1 The new teaching model 

The new model was elaborated by the research 
institute, SINTEF, The Norwegian Council for road safety 
and Nord University with municipal representatives (teachers) 
of road safety education. Prior to the activities, a guide was 
prepared for the teachers to fulfill their need for subject 
terminology and knowledge. They also had meetings with the 
involved parties and participated in the discussion for the 
elaboration of the model. These are the central activities of 
the model:   

 
1. Start up: Schoolchildren become familiar with the 

concepts of attention, orientation, and risk 
assessment. They reflect on a video showing 
children cycling to school and taking risks at an 
intersection with reduced visibility.   
 

2. Cycling exercises: They practice cycling skills such 
as keeping their balance and braking properly at the 
right place and time.   
 

3. Cognitive maps: They are divided in groups, 
develop cognitive maps of the environment. Groups 
identify and evaluate risk factors for each location 
with the help of a map of the area.   
 

4. Teachers' guidance: The groups present their risk 
assessments to other groups and the teacher. They 
also reflect on the consequences of their risk 
assessment on the orientation and attention.   
 

5. Cycling and attention: They practice their newly 
developed "cognitive maps" through cycling and 
planning for action and navigation on the traffic 
center path.   
 

6. Termination: They express what they have 
experienced and whether they can draw any learning 
from their experience.   

 

 
Fig. 2. Educational activities at the Eberg traffic center 
 

Children develop "cognitive maps", identify risk 
factors, work in groups and work with their teachers. The 
overlapping nature of the children´s cognitive systems 
involved in navigation, episodic and semantic memory, 
imagination, was stimulating for predicting changes in the 
environment and planning actions. 

The teaching took place in an environment where the 
children divided into groups had to map the risk factors under 
the supervision of a teacher. This exercise stimulates the most 
important cognitive functions associated to sustained 
attention and spatial orientation and increase the ability to 
form episodic memories.  

Previous studies have shown that the brain plasticity 
is activated through physical exercise, such as playing 
computer games or experiencing meditation (Sommerville, 
2016; Graybiel and Scott, 2019). A crucial factor for effective 
learning in our new model was the use of short-term learning 
experiences with physical activity, curiosity, initiative, and 
entertainment.       

3. Results 
The results clearly showed that the experiment 

group who participated in the new education program had 
better orientation in the traffic environment and used their 
attention in a better way than the children in the control group 
who followed the traditional program. Fig. 5 below shows the 
proportion of observers of the nine AOIs per group. There are 
significant differences between the groups for 6 AOIs, 
excluding AOI 4, 6 and 7, and assuming that the cut-off point 
for the statistical results is ap-value of 0.05. 

 

 
Fig. 3 Proportion of children in the groups who fixated the 
targeted AOIs. 
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The results showed a significant difference between 
the two groups, indicating that the new model had a higher 
impact on the executive functions of the children´s brain. The 
fixation time of the experimental group was found to be 
significantly longer in all intersections than for the control 
group, which may be an indication that children of the 
experimental group, had a more planned behaviour and 
systematically better brain collection of information. This 
also results in better speed adaption and breaking readiness.  

Fig. 6 below shows the average fixation duration per 
group and per AOI. For all the AOIs (except AOI 8), a larger 
proportion of children in the experimental group fixated on 
average the areas longer than in the control group. 
 

 
Fig.4 Average fixation duration (ms) for the groups. 
 

4. Discussion 
Previous studies showed that bicycle safety education 

increases children's knowledge and reduces the number of 
injuries and fatalities of cyclists (Hooshmand et al., 2014). 
Children's executive attention network is not fully developed, 
and this affects their ability to filter irrelevant information 
while cycling (Roche-Cerasi et al., 2017).  

The new education program stimulated children to 
construct cognitive maps and to develop knowledge for 
assessing traffic risks. The virtual reality laboratory provided 
a safe environment to easily collect information about their 
performances without exposing the children to any dangerous 
traffic situations. After completing the traditional and new 
training programs, the effects were evaluated in the VR 
environment. The results showed a significant difference 
between the two groups, indicating that the new model had a 
higher impact on the executive functions of the children brain. 
 

5. Conclusions 
We can conclude that the new model was more 

effective in helping the children to focus their attention at the 
right time in the right places, to orientate themselves and to 
behave in a safer way when cycling. The present study 
showed that it is possible and necessary to change the 
traditional road safety education program by incorporating 
knowledge from neuroeducation. 
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Abstract: Despite the necessity for driver intervention in Level 2 autonomous driving, accidents often result from driver 
misuse of functionalities. Existing research primarily focuses on environmental factors and malfunctions, overlooking the 
correlation between driver tendencies and misuse-induced behaviors. This study aims to address this oversight by 
analyzing driver behavior patterns associated with misuse scenarios. To achieve this goal, we first developed a vehicle 
simulator based on the misuse scenario and conducted driver experiments with 77 participants. Subsequently, we analyzed 
driver misuse behavior factors from the experiments, identifying four key factors. Thirdly, we analyzed the pre- and post-
accident behavioral characteristics of 25 drivers involved in accidents through eye-tracking data analysis. This study 
methodologically contributes to analyzing the driver misuse factors based on the analysis of driver behavior characteristics 
at the time of accidents   

1. Introduction  
Autonomous driving technology denotes the 

capability of a vehicle to autonomously navigate, aiming to 
ensure driving safety for the driver. In the classification 
system established by the Society of Automotive Engineers 
(SAE), Level 2 autonomous vehicles necessitate driver 
intervention in certain situations to uphold driving safety. 

Despite the requirement for driver intervention, 
accidents occur due to driver misuse of functionalities. For 
instance, accidents may result from drivers engaging in 
drowsy driving while the autonomous driving function is 
activated. Additionally, accidents may occur due to drivers 
failing to understand the system’s limitations and thus being 
unable to switch to manual driving when necessary. 
Therefore, effective driver monitoring is crucial for safe 
manual driving transitions, and it is essential to identify driver 
behaviors before accidents occur. Additionally, pre-
emptively identifying misuse scenarios and quantitatively 
analyzing driver behaviors in these scenarios are necessary. 

However, existing research on autonomous driving 
primarily focuses on simplistic behaviors such as whether the 
driver’s eyes are open or closed, or leans heavily towards 
improving malfunctioning autonomous driving 
functionalities. Furthermore, there is a tendency to solely 
concentrate on the immediate surroundings before car 
accidents, neglecting a thorough analysis of the relationship 
between driver tendencies and behaviors resulting from 
misuse of functionalities. 

To overcome these limitations, this study aims to 
analyze driver behavior factors based on driver misuse 
scenarios and conduct driver behavior analysis using eye 
movement data before and after accidents. The study 
develops a vehicle simulator based on misuse scenarios of 
autonomous driving and contributes to grouping driver 
behavior factors and extracting specific factors. Furthermore, 
the study contributes to analyzing the driver behavior based 
on behavioral characteristics before and after accidents using 
driver eye-tracking data. 

2. Materials and Methods 
This study collects and analyzes data using vehicle 

simulator experiments and surveys, as shown in Figure 1. The 
process involves setting up a simulator environment, 
conducting experiments to gather participant data, and 
analyzing survey responses and vehicle accident data, with a 
focus on eye-tracking data.  

 

 
Fig. 1.  Overview of the research process 

2.1 Experiment environment and scenario 
 

 

Fig. 2.  Vehicle simulator environment 
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To facilitate the experiment, a human driving cockpit 
simulator and human misuse scenario software were 
developed (Figure 2). The simulator, Hyundai Motors’ New 
Grandeur, includes vehicle data protocols and interfaces. The 
Human misuse scenario, derived from previous research 
(Kim., et al, 2023), represents a situation in which drivers 
misuse Level 2 autonomous driving features due to 
misjudgement. It involves the system maintaining autonomy 
despite obstacles at speeds over 50 km/h, with drivers failing 
to intervene, assuming the vehicle will stop automatically. 
Data on driver gaze movements and vehicle control are 
collected at 20Hz throughout the scenario. 

2.2 Experiment participants and procedure 
The experiment spanned three months from 

September to November 2023, involving 77 participants aged 
20 to 50 with driver’s licenses. Of these, 39 were male (50.6%) 
and 38 female (49.4%), distributed across age groups as 
follows: 20s (27.9%), 30s (30.2%), 40s (23.3%), and 50s 
(18.6%). 

The experimental procedure comprised three stages. 
Firstly, participants were completed a preliminary survey, 
followed by calibration for gaze measurement. Secondly, 
participants engaged in a 10-minute practice drive and a 6-
minute simulation drive based on predefined scenarios. 
Finally, participants completed a post-experiment survey and 
received debriefing instructions. 

2.3 KDBQ Survey 
To analyze the driving behavior of participants before 

the experiment, we opted to employ the Korea Driver 
Behavior Questionnaire (KDBQ), a widely used scale that is 
a Korean translation of the Driver Behavior Questionnaire 
(DBQ). KDBQ is utilized to understand drivers’ 
characteristics and behaviors, aiming to comprehend drivers 
in group units through their association with traffic accidents 
(Martinussen et al., 2013; Reason et al., 1990). The KDBQ 
consists of a total of 28 items, with each item rated on a 5-
point scale (Lee & Kim, 2015). 

In this experiment, the KDBQ was employed to assess 
drivers’ characteristics and behaviors. Survey responses were 
statistically analyzed on a per-item basis, and factor analysis 
was conducted to extract principal components. This analysis 
aims to provide insights into the relationship between driver 
behavior and traffic accidents, facilitating a comprehensive 
understanding of drivers in the study cohort. 

2.4 Eye tracking data pre-processing and analysis 
The vehicle control data and eye-tracking data 

collected during the experiment must be accurately 
synchronized with timestamps. Each participant is assigned a 
unique ID, with vehicle control data capturing parameters 
such as vehicle speed and collision intensity, while eye-
tracking data includes gaze coordinates, saccades, fixations, 
blinks, and pupil diameter. 

Pre-processing of eye-tracking data involves 
calculating the frequency and duration of saccades, fixations, 
and blinks for each participant. Additionally, to facilitate 
comparison before and after accidents, the eye-tracking data 
for each driver must be segmented into 10-second intervals. 

Following pre-processing, the eye-tracking data 
enables the characterization of eye movements for 10 seconds 
preceding and following accidents. These identified 
characteristics, analyzed alongside survey results, offer 
insights into the signals exhibited by drivers immediately 
before accidents occur. 

3. Results 

3.1 Vehicle Accident Analysis 

3.1.1 Accident Rate Analysis: 
Among the 77 drivers, 25 experienced accidents 

during the scenario drive, reflecting a 32.5% accident rate. 
Among these drivers, 18 were aged 40 or older, comprising 
72% of the total, while 3 were in their 20s (12%) and 4 were 
in their 30s (16%). 

Figure 3 illustrates the average values for the 10 
seconds before and after the moment of collision for the 25 
drivers involved in accidents. It demonstrates a tendency for 
collision intensity to peak simultaneously with the occurrence 
of accidents, followed by a rapid decrease within 10 seconds. 

 

 
Fig. 3. Average collision intensity graph for drivers involved 
in accidents 

3.1.2 Eye Tracking Data Analysis: 
 

 
Fig. 4. Average comparative analysis of eye movement 
characteristics preceding and following accidents among 
drivers 

In Figure 4, a 20-second interval before and after 
collisions is depicted, with the collision moment marked at 
200 on the x-axis. Examination of drivers’ fixations reveals a 
sharp decrease in count after collisions, while saccades 
exhibit a pronounced increase. These patterns of eye 
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movements serve as indicators reflecting drivers’ 
psychological states following the occurrence of a collision 
event. Moreover, the occurrence of blinks before collisions 
appears sporadic and infrequent, whereas post-collision, the 
frequency of blinks increases, suggesting a heightened 
tendency for drivers to blink.  

Additionally, Figure 5 provides insight into the pupil 
size of drivers involved in accidents. Pupil dilation begins 
approximately 10 seconds before collisions, implying the 
occurrence of emotionally charged events. Ultimately, the 
eye movement characteristics of drivers were analyzed 
concerning the point of collision in the misuse scenario. 
 

 
Fig. 5. Analysis of pupil diameter variations preceding and 
following collisions among involved drivers 

3.2 KDBQ Factor Analysis 
To explore the major factors underlying the 28 items 

of the KDBQ, exploratory factor analysis was conducted. 
Prior to factor analysis, items with extracted values below 0.5 
from the communality analysis, such as KDBQ_Q3, were 
removed to ensure meaningful results. Consequently, factor 
analysis was carried out with the final set of 27 items, 
employing varimax rotation method for factor rotation. 
Principal component analysis was used for factor extraction, 
resulting in the identification of four factors considering the 
distribution of component matrices. 

 

 
Fig. 6. Overall composition of extracted factors of KDBQ 

 
Reliability analysis of the factors extracted from the 

factor analysis demonstrates the validity of all 27 items, with 
Cronbach’s alpha value reaching a very high level of 0.877. 
As shown in Figure 6, the first factor, with an Eigenvalue of 
7.568, comprises 18 items primarily related to “Violation,” 

indicating driving behaviors characterized by emotional 
driving and deliberate violations. The second factor, 
“Unfocused error,” with an Eigenvalue of 2.074, 
encompasses behaviors such as failure to remember road 
conditions or check blind spots when changing lanes. The 
third factor, named “Mistake,” includes errors such as failure 
to shift gears or misjudgement of vehicle speed. Lastly, the 
fourth factor, “Confused Error,” involves behaviors like 
confusion about parking spaces or reversing in the wrong 
location. 

These extracted factors serve as a foundation for 
classifying and specifying driver behaviors, which can be 
further linked to biosignals in secondary experiment analyses.  

4. Discussion and conclusion 
This study conducted vehicle simulator experiments 

based on scenarios where drivers misinterpret autonomous 
driving functionalities, aiming to extract and analyze driver 
behavior factors. A total of 77 participants took part in the 
misuse experiments, with 25 experiencing accidents during 
scenario execution. Factor analysis was conducted on the 
results of KDBQ, revealing four distinct factors. Additionally, 
analysis of eye-tracking data at the moment of accidents 
during the experiments allowed for the examination of pre- 
and post-accident eye movement characteristics. If such 
signals occur just before accidents in real-world scenarios, 
solutions can be provided based on the four factors identified 
through KDBQ analysis. Eye-tracking data can pinpoint 
driver reactions before and after accidents, with these 
reactions potentially linking to accident causation factors and 
subsequent response strategies. However, the study's 
generalizability is somewhat limited as it focused on a single 
scenario. In future work, we will expand the analysis to 
various misuse scenarios and provide a deeper understanding 
of driver monitoring in autonomous driving environments. 
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Abstract: The European Union’s General Safety Regulations (GSR) mandates that all new vehicle types must be 
equipped with a driver sleepiness warning system from 2022. The test procedure used for evaluation and type approval 
of these systems relies heavily on subjective sleepiness ratings on the 9-point Karolinska Sleepiness Scale (KSS). This has 
raised concerns given that KSS is subjective and may be perceived and interpreted differently by different people. The 
objective of this paper is to investigate how different KSS training protocols affect the ratings, using data from eight 
different real-road studies. The results show that KSS ratings are more stable when participants are properly trained. 
The training could involve learning the scale by heart, for example by using the verbal anchors instead of the numbers 
during the experiment, and by extensively using the scale before the experiment starts, for example by filling in a sleep 
diary the days before the experiment. Everyone using KSS as a measure of sleepiness, regardless of if it is academia, 
companies, or regulatory bodies, must not underestimate the importance of calibrating the participants to enable 
accurate and absolute ratings. 

1. Introduction 
The Karolinska Sleepiness Scale (KSS) is a subjective 

sleepiness rating scale (Table 1, Åkerstedt and Gillberg, 1990; 
Baulk et al., 2001) that is often used in driver sleepiness 
studies. KSS has been found to correlate with both objective 
and behavioural measures of sleepiness, and it is the measure 
of driver sleepiness that is least affected by inter-individual 
variations (Åkerstedt et al., 2014). However, the subjective 
feeling does not always reflect the actual sleepiness level and 
the anchored scale might be interpreted differently by 
different drivers. In studies investigating the development of 
sleepiness, these drawbacks may not be too important, but if 
KSS is used to develop and evaluate sleepiness detection 
systems, accurate and absolute ratings are essential. In the 
context of GSR and EuroNCAP, which both use KSS as the 
primary sleepiness metric in their stipulated requirements, all 
drivers must be trained to have the same understanding of the 
scale to be able to repeatedly quantify their state on multiple 
occasions and in different conditions and environments. 

In this paper, eight datasets with sleepy drivers are 
analysed. The data were collected using different KSS 
training protocols to investigate how different protocols 
affect the ratings. 

Table 1 The Karolinska Sleepiness Scale 

Description Value 
Extremely alert 1 
Very alert 2 
Alert 3 
Rather alert 4 
Neither alert nor sleepy 5 
Some signs of sleepiness 6 
Sleepy, no effort to keep awake 7 
Sleepy, some effort to keep awake 8 
Very sleepy, great effort to keep awake, fighting sleep 9 

 

2. Method 
We divided the eight datasets into two categories 

(Table 2): “KSS-only instruction” and “Additional KSS 
instruction”. In the first category (SleepEye, Mediator, 
NDDC), the original anchored KSS was used. In the latter 
(SmartEye-1, SmartEye-2, SmartEye-3, Fit2Drive, and 
“Expert-recordings”), the KSS labels were amended with 
additional explanations and examples on how to interpret and 
report KSS while driving. For example, KSS 6 could be 
described as “Some signs of sleepiness” and clarified by the 
description “This is the beginning of sleepiness, where you 
should be able to identify some sign of sleepiness. This can 
mean: Heavy eyes, some yawning, gaze being slower than 
normal (needing more time to process road signs, perhaps 
missing few of those), mental fatigue, etc. This does not have 
to be a progression from more alert states, for example, if 
sleep deprived or if last night’s sleep was poor, one could be 
at this state from the very beginning of the drive”. Further, a 
situation where KSS 6 typically occurs was provided as 
“Long drive, getting bored and slightly tired, experiencing 
some (very light) signs of sleepiness. Not yet a problem, can 
still drive and there is no need or urge to stop”. The additional 
instructions were slightly different in the five “Additional 
KSS instruction” datasets, see Table 2.  

The participants also followed slightly different 
training protocols on how to use the scale. In all eight studies, 
the scale was sent home to the participants a few days before 
the experiment, including any additional description of the 
labels. Upon arrival the test leader went through the scale one 
more time, explaining each level and label. In the SleepEye 
and Mediator datasets, the participants also filled in a sleep 
diary for three days before the study which forced the 
participants to practise using the scale. In the Fit2Drive 
dataset, the participants rated their sleepiness level by saying 
the full descriptive label rather than the number, with the 
intention to force the participants to reflect on the meaning of 
each level rather than just reporting the change from the 
previous rating.  

189



 

2 
 

2.1 Datasets 
In all datasets KSS was retrospectively self-reported 

every 5th minute while driving. All datasets were recorded in 
a controlled field setting except the “Expert-recordings” 
dataset which was recorded in a naturalistic driving setting. 
The controlled experiments consisted of one trip per driver 
recorded during daytime on a predefined, mostly highway 
route with a test leader present in the vehicle. The “Expert-
recordings” dataset included multiple drives per driver (up to 
120 hours per driver) where each driver had extensive 
knowledge of KSS either from working on sleepiness 
detection algorithms or were extensively trained to perform 
self-evaluations. To enable comparisons with the other 
datasets we created an “Expert-recordings-subset” dataset 
where for each of the drivers we selected a single drive (the 
one closest to 3 hours).  

 Before the analysis the data were filtered. First, within 
each drive we removed data corresponding to single 
occurrences of KSS levels. Then we removed whole drives 
that had only one unique KSS level remaining, drives with a 
frame drop ≥5%, and drives where gaze data precision was 

≥2.5 degrees in single-camera and ≥2.0 degrees in multi-
camera recordings (precision measured as the median root 
mean square of the displacement between successive gaze 
position samples, S2S-RMS, over a 0.5-second sliding 
window; Hooge et al., 2018). 

2.2 Metrics  
We looked at the data from two angles: whether the 

drivers were able to understand how to self-annotate KSS 
(operationalized by analysis of KSS distributions and rating 
dynamics), and whether they were able to evaluate 
themselves consistently multiple times (operationalized by 
stability evaluation of blink durations). Measure stability was 
estimated by first calculating the robust mean (mean of data 
with outliers removed using Tukey’s fence method; Tukey, 
1977) of blink durations within 5-minute sliding windows 
with an overlap of 15 seconds. Then all means were 
aggregated within each KSS level (the KSS value closest to 
the end of the window was chosen for each window) and the 
mean of interquartile ranges was calculated. The lower the 
stability metric, the more consistent the driver’s blink 
durations are with respect to the subjective KSS ratings. 

Table 2 Dataset information. 

Dataset Scenario  # drivers  Duration statistics*  KSS instructions  

“KSS-only instruction” datasets, multi-camera recordings 
SleepEye** 
(Fors et al., 
2011) 

Same highway 
route, Sweden 

17 17 recordings, 1.42-1.50 
hours long (mean 1.44, 24 
hours in total) 

Verbal, visual (KSS scale on the steering wheel), sleep diary. 

Mediator** 
(Ahlström et 
al., 2021) 

Same highway 
route, Sweden 

66 67 recordings, 1.17-1.67 
hours long (mean 1.45, 97 
hours in total) 

Verbal, sleep diary. 

NDDC Same highway 
route, short stop in 
between two drives, 
Sweden 

26 54 recordings, 0.73-1.59 
hours long (mean 0.93, 50 
hours in total) 

Verbal. 

“Additional KSS instruction” datasets, single-camera recordings 
SmartEye-1 Same highway 

route, US 
55 55 recordings, 2.23-3.76 

hours long (mean 2.87, 158 
hours in total) 

Verbal amended with situational examples and a quiz, visual 
(coloured KSS scale). KSS 3 described as “9:30AM - the peak of 
your day and you feel as alert and awake as you ever do”, KSS 6 
as “2:30PM - You had a large lunch an hour ago, and are in the 
middle of a long meeting at work”. 

SmartEye-2 Same highway 
route, US 

43 44 recordings, 1.34-3.40 
hours long (mean 2.77, 122 
hours in total) 

Verbal with additional instructions, quiz. Additional instructions 
for each KSS level accompanied with an instruction “We do not 
want you to skip values”. KSS 1–3 described as “very 
heightened and exaggerated state of being, something not often 
experienced”; KSS 4 as “Very attentive and alert driving”, 
“Good cup of coffee after a full night of sleep”, “This is the peak 
of your day and you feel as alert and awake as you ever do”; 
KSS 5 as “Causally attentive. One of the more common states 
for people driving”, “Regular driving”. 

SmartEye-3 Same highway 
route, US 

22 22 recordings, 1.00-1.09 
hours long (mean 1.02, 22 
hours in total) 

Same as SmartEye-2. 

Fit2Drive 
(Kircher et al., 
2023) 

~20 min of city 
driving followed by 
one out of two 
highway routes, 
Sweden 

41 41 recordings, 2.15-3.00 
hours long (mean 2.75, 113 
hours in total) 

Verbal with additional instructions, ratings with full label rather 
than numbers. Driving related examples for each KSS level.  
KSS 5 is described as “Regular relaxed driving, cruising for a 
long distance”. 

Expert-
recordings 

Naturalistic driving, 
Europe 

8 357 recordings, 0.15-5.11 
hours long (mean 0.76, 272 
hours in total) 

Verbal with additional instructions. Instructions vary, might be 
self-taught or iteratively trained and updated. 

Expert-
recordings-
subset 

Naturalistic driving, 
Europe 

6 6 recordings, 1.07-5.11 
hours long (mean 3.43, 21 
hours in total) 

Same as Expert-recordings 

* calculated using the difference between the first and the last KSS annotation 
** only a subset of the original dataset with daytime manual drives on a highway were included 
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3. Results and discussion 

3.1 Understanding of KSS 
Reported KSS statistics in Figure 1 show that the KSS 

training protocol had a huge impact on the resulting KSS 
distribution. In general, most of the annotations were KSS 5 
or 6 in the “Additional KSS instruction” datasets, while the 
KSS distributions were wider, including more KSS 3–4 and 
KSS 7–8 ratings in the “KSS-only” datasets. The SmartEye-
1 dataset had the most distinctive distribution, which is most 
likely the consequence of KSS 3 being further described as 
“the peak of your day and you feel as alert and awake as you 
ever do”, thus biasing the ratings towards this level. Here 
drivers were also presented with a coloured KSS scale with 
very distinctive green, yellow, and red colouring of KSS 
levels 3, 7 and 9, which probably further reinforced the 
perception that “Alert” (KSS 3) was the “normal” level. 

The Fit2Drive dataset, where drivers were asked to 
report definitions of KSS instead of numbers, had the largest 
amount of KSS 5 (“neither alert nor sleepy”) and, compared 
to similar datasets (SmartEye-2 and SmartEye-3), somewhat 
more KSS 4 (possibly indicating longer city driving) and 
fewer KSS 6–7 ratings (possibly due to a shorter amount of 
monotonous highway driving). Yet SmartEye-3 had many 
KSS values that indicated sleepiness (KSS 6–7) despite very 
short drives (~1 hour compared to ~3 hours in the other two 
datasets). A possible explanation is that different KSS 
training and rating protocols were used in the different 
datasets, where reporting the descriptive label leads to more 
accurate ratings than merely reporting the number. In “KSS-
only instruction” datasets, the distributions of KSS were 
similar. In NDDC, ratings were shifted more to the right 
indicating more sleepy drivers, while SleepEye and Mediator 

datasets had more KSS 3–4 ratings. The reasons behind these 
differences are unclear and require further investigation. 

Looking into KSS dynamics, the “Additional KSS 
instruction” datasets had fewer KSS level changes compared 
to the “KSS-only instruction” datasets. Most of the changes 
were ±1 KSS level in all datasets. Most of the -2 KSS level 
changes happened in the middle or the end of the drive likely 
indicating (i) a turn-around point, (ii) coming back to city-
like driving, or (iii) end of the drive. Most of the +2 and +3 
KSS levels changes happened in the beginning and up to the 
middle of the drives, indicating that drivers became sleepier 
early on in their drives. 

3.2 Measure stability 
Figure 2 illustrates that blink duration was most stable 

in the SleepEye, Mediator, SmartEye-3, and “Expert-
recordings-subset” datasets. For the SleepEye, Mediator and 
“Expert-recordings-subset” datasets, improved stability is 
probably due to more rigorous training of the participants in 
how to use the scale, whereas for SmartEye-3, high stability 
is likely due to short drives with less chances for the blink 
duration to vary within the same KSS level. The differences 
between SmartEye-2 and SmartEye-3, and also between 
“Expert-recordings-subset” and “Expert-recordings”, points 
in the same direction, i.e. that drive duration and varying 
driving environments results in worsened measure stability. 
Overall, the results show that blink duration stability 
improves when (i) a sleep diary is used, and (ii), when 
description-based KSS annotations are made. Both 
approaches force the participants to practise and learn the 
scale by heart. 

3.3 General discussion  
Our analyses shows that KSS training instructions 

might have an impact on the reported KSS levels. Similar 
training instructions resulted in similar KSS distributions 
across different datasets and less KSS level changes 
throughout the drive(s). However, additional instructions 
might also affect the distribution (see SmartEye-1 in Figure 
1). Similar observations were made in the NDDC dataset 
where no additional instructions explaining KSS were used, 
and moreover, drivers had very limited exposure to the scale 
before the drive (as opposed to e.g. using a sleep diary before 
the drive as in the SleepEye and Mediator datasets). This 
indicates that drivers who have not learned the scale well 
enough instead develops an own understanding of the scale, 
which leads to confusion and less accurate ratings.  

 Overall, we conclude that description-based ratings 
(as used in the Fit2Drive dataset) reflects driving conditions 
best and align state understanding across the drivers better. 
Such training resulted in reasonable KSS distributions and 
dynamics, while also giving rather stable blink durations over 
different KSS levels. We believe that using numbers to report 
KSS levels might hide the non-linear nature of the KSS (i.e., 
that physiological and behavioural sleepiness indicators 
increase exponentially with a linear increase in KSS, see 
Åkerstedt et al., 2014). However more controlled studies are 
needed to remove the many confounds we had in and between 
our datasets (different routes, driving conditions, driver 
backgrounds, etc.). We believe that rigorous learning of the 
scale, in combination with a standardised data collection 
protocol, is needed to get replicable results. All involved 

 
Fig. 1. Distribution of KSS ratings in all datasets. 

 

 
Fig. 2. Blink duration stability in all datasets (lower is 
better; trimmed at 0.015 seconds for illustration 
purposes). Dots represent stability for each driver. 

 

191



 

4 
 

parties, regardless if it is academia, companies, or regulatory 
bodies, should follow the same procedure in collecting 
subjective KSS data.  
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Abstract: Increasing vehicle automation (SAE Level 2 & 3) makes drivers prone to engagement with non-driving-related 
activities. Activities such as hands-free phone conversations may expose drivers to cognitive load and interfere with their 
safety-critical performance after a takeover. While the effect of cognitive load in manual driving conditions has been 
well-documented, its influence in automated driving is less well understood. Given the growing number of studies in this 
ear, we conducted a scoping review focusing on the influence of cognitive load on driver performance in automated 
driving. As the examination of multiple databases is still in progress, this paper presents our preliminary results, based 
on Scopus database search. Nine papers met the requirement and were included in the review. Results showed that 
cognitive load affects multiple aspects of driver performance, including monitoring-related performance, such as eye-
movements, peripheral vision, situation awareness, and auditory perception. Quality of a takeover, but not its timing, is 
also found to be affected cognitive load. We identified several limitations of the reviewed literature, including the small 
volume of papers, biased experimental scenarios, and a lack of real driving studies. More research is needed to address 
these limitations, to gain a better understanding of the effect of cognitive load on performance in automated driving. 
 

1. Introduction 
Driver distractions can be classified into three main 

types, including visual, manual, and cognitive distractions 
(Vegega et al., 2013). Cognitive distraction commonly refers 
to a “withdrawal of attention from the driving task” due to 
competing activities (Engstrom et al., 2017; Young et al., 
2003). The amount of cognitive resource demanded by these 
activities is normally termed cognitive load (Engstrom et al., 
2017). In this paper, we specifically focus on the cognitive 
load induced by cognitive distractions without visual and 
manual components, such as the demand required by hands-
free phone conversations. 

The influence of cognitive load on manual driving 
performance is well-documented. For instance, cognitive 
load causes gaze concentration towards the road center and 
reduces attention to other safety-related areas, such as wing 
mirrors and off-path hazards (Broadbent et al., 2023; Nilsson 
et al., 2020). Drivers’ control of the vehicle, such as 
maintaining longitudinal speed, is also found to be affected 
by cognitive load (Ma et al., 2023). The “cognitive control 
hypothesis” (Engstrom et al., 2017) suggests that cognitive 
load impairs driving tasks that rely on cognitive control, 
leaving automatized responses unaffected (e.g., braking 
response to looming). 

The impact of cognitive load in automated driving 
remains less well understood. Cognitive distractions, such as 
hands-free phone conversations, are prevalent in automated 
driving (Carsten et al., 2012; Reagan et al., 2021). Studies are 
demonstrating that cognitive load compromises performance 
in automated driving, such as reducing drivers’ ability to 
detect peripheral hazards or safely take over control of the 
driving task, when the system reaches its limits (Choi et al., 
2020; Merat et al., 2014; Yang et al., 2022). However, as far 
as we are aware, there is currently a shortage of literature that 
reviews and synthesizes the effect of cognitive load on drivers 
during different levels of automated driving. 

To fill this gap, we conducted a scoping review, 
specifically focusing on the influence of cognitive load on 
drivers’ attention and driving performance in automated 
driving. We focused on studies involving SAE Level 2 and 3 
automation, where the vehicle is responsible for the driving 
task if automation is activated, but human intervention may 
be needed when the system reaches a limitation (SAE 
International, 2021).  

2. Method 
The review process followed the guidance published 

by Peters et al. (2015). Two clusters of search terms were 
used for the literature search: (i) “driving” or “driver” and 
"automated", "autonomous", "automation", or "autopilot"; (ii) 
“cognitive” or “mental”, and “load”, “workload” 
“distraction”, or “demand”. The Title, Abstract, and 
Keywords of outputs within four databases, including IEEE 
Xplore, ACM Digital Library, SAE Mobilus and Scopus, 
were searched. We only considered peer-reviewed journal 
articles and conference papers written in English and did not 
include a year limit.   

Based on the scoping review, articles were excluded if 
they did not (i) distinguish between cognitive distraction and 
other types of distraction; (ii) compare different levels of 
cognitive load; (iii) focus on drivers’ attention or driving 
performance; (iv) examine SAE Level 2 or 3 automation. 
Articles were first screened by Title and Abstract. Those that 
passed these criteria were further examined in full text. As the 
examination of additional databases is currently in progress, 
we only present results identified by the Scopus database, 
reporting on results from a total of 551 articles. Only nine 
articles passed the above screening process and are discussed 
further below. 
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3. Results & Conclusions 

3.1 Influence of cognitive load on driver monitoring-
related activities 

Five out of the nine papers examined the impact of 
cognitive load on drivers’ monitoring-related activities, 
including eye-movements, peripheral vision, situation 
awareness and auditory perception. Studies on eye-movement 
yielded inconsistent results (N=2). Heikoop et al. (2018) 
found that engagement in a verbal 2-back task did not 
influence drivers’ horizontal gaze dispersion during 
automated driving, indicating no gaze concentration. On the 
other hand, Wu et al. (2019) investigated saccadic behaviours 
and found an increased percentage of small saccades under 
cognitive load during automated driving.  

Two studies found an effect of cognitive load on 
drivers’ detection of  peripheral  targets. Van Winsum (2019) 
found that engagement in a backwards counting task delayed 
drivers’ reaction time in a peripheral detection task during 
automated driving. Similarly, Yang et al. (2022) found lower 
detection rate of peripheral targets under cognitive load 
during real-world automated driving. 

Drivers’ situation awareness during automated driving 
also appears to be affected by cognitive load (N=1). Heikoop 
et al. (2018) used a think-aloud protocol (participants were 
required to verbalize any thoughts during the drive) to probe 
drivers’ situation awareness during an autonomous car 
platoon study and found diminished awareness of driving-
related situations among cognitively loaded drivers. 

Using event-related potentials, Van der Heiden et al. 
(2022), demonstrated that cognitive load, induced by a non-
visual cognitive task, reduced brain sensitivity to external 
auditory stimuli during automated driving. 

3.2 Influence of cognitive load on driver takeover 
performance 

The effect of cognitive load on the timing and quality 
of takeovers has also been studied (N=5). Findings suggest 
that cognitive load does not interfere with takeover time. 
Louw et al. (2017) found that cognitive load induced by a 
verbal 1-back task did not affect the time drivers take over 
vehicle control to avoid collision with a braking lead vehicle. 
The onset of obstacle avoidance behaviour, such as braking 
or steering reaction time, are also found to be immune to 
cognitive load (Choi et al., 2020; Louw et al., 2017; Lu et al., 
2021; Wu et al., 2019). 

On the other hand, drivers’ takeover quality is 
potentially affected by cognitive load (N=2). Choi et al. (2020) 
reported that cognitive load delayed the completion of a lane 
crossing when attempting to avoid a lead obstacle after 
takeover. However, when it comes to crash probability, no 
effect of cognitive load is found, as most drivers were able to 
avoid collisions, regardless of cognitive load (Choi et al., 
2020; Louw et al., 2017). However, results are somewhat 
contradictory. For example, Lu et al. (2021) found that 
cognitive load improved takeover quality, demonstrated by 
increased minimum time-to-collision during lead vehicle 
avoidance. This difference in findings may be due to the 
different automation levels used by the two studies. While 
Choi et al. (2020) examined Level 2 automation, where 
drivers were required to monitor the road and an additional 
cognitive task may have caused overload, Lu et al. (2021) 

investigated Level 3 automation, where monitoring was not 
required.  It can be argued that the additional load from the 
cognitive task prevented drivers from underload and 
improved their takeover performance, although further work 
needs to be done in this context. 

Based on the above findings, there is some evidence 
that cognitively loading tasks may influence driver 
performance during automated driving. However, 
considering the limited volume of studies, this knowledge 
remains to be validated by more work. It is also worth noting 
that all takeover scenarios used in these studies were limited 
to unexpected lead obstacle avoidance. It has been argued that 
drivers respond automatically to such unpredictable obstacles 
due to looming, which requires little cognitive control and is 
immune to cognitive load (Engstrom et al., 2017; Louw, 
Markkula, et al., 2017). This possibly explains the absence of 
an effect from cognitive load on takeover timing. Further 
work in this area, examining the effect of cognitive load on 
other types of takeover scenario is therefore warranted. A 
limitation of the papers outlined above is also that all but one 
was based on driving simulator studies, which may results in 
different types and speed of response, compared to real-world 
settings (Gemonet et al., 2021). It is hoped that a more 
comprehensive overview of additional studies will be 
reported in time for the conference in October, when more 
databases are used for the scoping review.   
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Abstract: EEG is considered the most reliable measure for identifying a driver's cognitive state. Here, we present a new 
algorithm to identify the driver’s state, using steering wheel movements underlying evoked potentials. First, we coupled 
error-related evoked potentials with unique corrective sub-movements recorded from a steering wheel in a driving 
simulator. Next, drivers’ blood alcohol counts (BAC), and fatigue (KSS) were parametrically manipulated during real 
driving. Finally, a classification model was trained based on the corrective sub-movements to distinguish between different 
driving impairments (three BAC and two fatigue levels). Our results revealed  sub-movement features uniquely sensitive 
to either BAC or fatigue, in addition to features sensitive to the accumulative effect of both impairments. Based on the 
corrective sub-movements, we are currently further developing a new model for detecting cognitive distraction while 
driving. 

 

1. Introduction 
It is commonly assumed that brain electrical activity 

recorded using an electroencephalogram (EEG) is the 
most effective way to detect the cognitive state of a car 
driver in real time (Fouad, 2023). However, this method 
is less applicable for driving scenarios outside the 
laboratory or clinic. 

Performance monitoring is the process by which the 
brain forms predictions and monitors action outcomes 
(Ullsperger et al., 2014). Action outcomes are processed 
regardless of whether the information originates from 
internal (e.g., proprioceptive) or external (e.g., visual) 
sensory channels (Müller et al., 2005). Critically, previous 
work shows that the error-related EEG components of 
performance monitoring appear continuously while 
driving (Zhang et al., 2015). 

Several theoretical models indicate that error-related 
EEG components reflect processes of motor 
compensation for making an error (Hochman et al., 2015; 
Hochman, Orr, et al., 2014; Hochman, Vaidya, et al., 
2014). Accordingly, a series of studies show that these 
EEG components are associated with unique activation 
patterns in the cerebral motor cortex responsible for 
muscle activation and the production of movement (Even-
Chen et al., 2018; Hochman et al., 2009).  

In the current study, subjects drove a simulator while 
both EEG and steering wheel movements were measured. 
Using machine learning (ML) we built an index of unique 
corrective sub-movements that only appear when an 
error is detected in the brain. The index allowed us to 
identify when error detection processes occur, without the 
need for EEG recordings. In several follow-up 
experiments, we collected steering wheel angle data 

during real driving under intoxication and fatigue 
conditions. Based on the corrective sub-movements, our 
ML models distinguished between three levels of 
intoxication and two levels of fatigue. The results show 
significant detection of the different levels of impairments 
with no miss classification of one impairment as another. 
Furthermore, we were able to identify the cumulative 
effect of intoxication and fatigue on cognition. 
2. Method 

2.1 EEG 
Participants:   52 participants (18 women). Age, 23-46 years. 
Protocol:  EEG was recorded using a 64-channel cap with 10-
20 design, digitized at 2048 Hz.  The steering wheel angle was 
sampled at 200 Hz with a resolution of 0.1 degrees. 
Participants drove a 15-minute driving simulation of urban 
and highway scenarios. 

2.2 Intoxication 
Participants: 127 participants (59 women). Age, 24-64 years.  
Protocol:  Across all studies, participants drove vehicles from 
seven manufacturers on six closed tracks. The steering wheel 
angle was sampled at 200 Hz with a resolution of 0.1 degrees, 
obtained from the vehicle CAN bus. BAC was manipulated 
within subjects by drinking 40% alcohol 15 minutes before 
driving. Alcohol levels of 0, 0.05, and 0.08 BAC were 
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verified by Breathalyzer. The drinking protocol followed 
Watson et al., 1981 

2.3 Fatigue 
Participants: 30 participants (12 women). Age, 26-46 years.  
Protocol: Closed-track driving. Steering wheel angle 
sampled at 200 Hz with a resolution of 0. 1 degree, obtained 
from the vehicle CAN bus. 28 hours of sleep deprivation. 3 
hours driving. Karolinska sleepiness scale (KSS) reported 
every 15 minutes.  

3. Results 

3.1 Coupling corrective sub-movement with error-
related negativity:  

Sub-movements extracted from steering acceleration 
profiles, defined as samples exceeding both their neighboring 
values and zero. EEG recordings from FCz electrode were 
divided into one-second epochs, each centered on a single 
acceleration peak. A Sub-movement was labeled as 
corrective if its EEG epoch contained an error-related 
negativity (ERN). An ML model was trained to distinguish 
corrective from non-error-related sub-movements. Half the 
data was used for training and the other half for testing, 
showing 98% accuracy. 

 
3.2 Intoxication and fatigue 
Steering wheel movements (steering angle) were used to 

distinguish three BAC levels and separately, two levels of 
fatigue (below and above KSS = 7). For BAC, our model 
reached FP = 0%, and TP = 100%. Fatigue detection showed 
FP = 3% and TP = 83%. The results for both impairments 
showed generalization across different participants. 

 

 
Fig. 1.  Feature sensitive to BAC - The length of the longest 

sub-signal higher than the averaged signal.  
A longer signal is obtained for BAC compared to fatigue. 

BAC > 0.08%, Fatigue KSS > 7. 
 

3.3 Distinguishing intoxication from fatigue: 
Based on the steering wheel angle, the model was 

required to distinguish between fatigue and intoxication. 
The level of accuracy was 100%. Three types of features 

have been identified: intoxication sensitive, fatigue 
sensitive, and sensitive to both. 

 
Fig. 2.  Feature sensitive to fatigue- The ratio of signal higher 
than 2.5 STD. 

Fatigue (KSS > 7) condition has a higher ratio 
compared to BAC > 0.08%). 

 

 
 
Fig. 3. Example of a feature sensitive to both BAC and 

fatigue. 
For a driver presenting KSS = 7 and BAC = 0.05, the 

difference between intercepts of a linear and polynomial fit is 
similar to a driver presenting BAC above the legal threshold 
(0.08).  
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4. Discussion 
By coupling EEG recordings and steering wheel 

movements in a driving simulator, we identified sub-
movements that only appear when performance monitoring 
related evoked potentials emerge in the brain. Then, through 
parametric manipulation of intoxication and fatigue in real 
driving and using machine learning, we identified the 
crossing of 3 BAC thresholds: 0.05, 0.08, and 0.1 at 87-100% 
accuracy levels and the crossing of KSS=7 level, at 90% 
accuracy, all within 7 minutes of recording. Our model’s 
performance is superior to previously reported analyses of 
real-road driving steering wheel sub-movements (Sikander & 
Anwar, 2019). Critically, our results demonstrate the 
robustness of the method for data obtained from a variety of 
vehicle models and natural driving routes. 
 

Moreover, we extracted sub-movements features that 
respond uniquely to intoxication, fatigue or to both. This 
capability is unique to sub-movements analysis. Since error-
related potentials are similarly affected by fatigue and 
intoxication (Ridderinkhof et al., 2002; Scheffers et al., 1999), 
the impairments are less distinguishable using EEG . 

It is possible that intoxication and fatigue differentially 
effect sub-movements patterns since each of these factors 
uniquely effect the planning and execution processes of 
movements and consequently error-related compensation 
processes (Noël et al., 2010; Rozand et al., 2015).  

This capability has implications for driver monitoring. 
First, the regulation requires identification of a specific 
problem source (National Highway Traffic Safety 
Administration, 2023). Second, when a specific source is 
identified, a specific solution can be proposed whose 
effectiveness is valid only or mainly for that specific factor 
(May & Baldwin, 2009). Third, we assume that the features 
sensitive to both fatigue and intoxication will be sensitive to 
almost any other factor affecting driver cognition. Thus, a 
model can be built for detection of a general deterioration in 
driver's operative ability. Here, a key challenge is 
determining the warning threshold. A model that relies on 
features sensitive to both alcohol and fatigue provides an 
elegant solution. In a situation where the driver is slightly 
drunk and slightly tired, the unique indicators of intoxication 
or fatigue do not detect threshold crossing. However, the 
cumulative effect of intoxication and fatigue may deteriorate 
the driver's operational state to a level that requires an alert. 
Here, the features sensitive to both alcohol and fatigue will be 
more strongly affected than the exclusive features. Thus, 

unlike the exclusive ones, they will reach the regulatory alert 
threshold level for alcohol or fatigue and an intervention will 
be issued. 

Existing solutions for detecting distraction while driving 
have great difficulty dealing with situations such as cognitive 
overload, in which the driver's mind is attentive to road 
conditions but is unable to process them effectively 
(Kashevnik et al., 2021). The cerebral performance 
monitoring system is sensitive to cognitive load (Krigolson et 
al., 2012) and therefore it is likely that the solution presented 
in this article may be generalized to situations of cognitive 
load. Using the methods presented here, we are currently 
developing a model that will detect cognitive load while 
driving. 

Our methodology is not limited to steering angle analysis. 
We have conducted a variety of experiments in which driver 
and passenger movements were monitored using seat sensors 
or in-cabin radar. Moreover, because motion sensors exist in 
almost any digital device, our methodology can be 
implemented in various fields such as gaming, defense, and 
health. 
 

5. Conclusions 
The present study shows that ERPs can be monitored 

by analyzing body movements. This technique can be used to 
identify a driver's cognitive operational state for activation of 
vehicle safety intervention in real time. 
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Abstract: Recent developments in eye-tracking and neuroimaging are paving the way for novel approaches to understanding 
cognitive errors during driving.  If we can link fundamental neurocognitive capacities that are important for situational 
awareness with driver behaviors that are detectable via in-vehicle eye-tracking, we may be able to detect deficits in drivers’ 
cognitive function in real-time.  To this end, this study tests the utility of adding eye tracking recording to a recently validated 
novel paradigm that combines simulated driving with simultaneous magnetoencephalography (MEG) neuroimaging.  We 
demonstrate that this paradigm can identify eye-tracking metrics that differentiate periods of low (Lo) and high (Hi) cognitive 
demand (evidenced by increased frontal midline theta activity) during driving among a cohort of adolescents (n = 11; mean age 
=15.1 ± 1.5 yrs).  Eye-tracking metrics were compared between a period requiring active brake control to stop at a traffic light 
(Hi) vs. a period of coasting along a straightaway (Lo).  Fixation count (p<0.02), mean gaze position (p<0.01), and spread of 
search (p<0.05) significantly differed between braking (Hi) and coasting (Lo).  These findings suggest that eye-tracking can be 
used to detect periods of elevated cognitive control during driving. 
 

1. Introduction 
Recognition errors – including inadequate 

surveillance and inattention – are the leading cause of crashes 
among young drivers (Curry et al., 2011; Lestina & Miller, 
1994; McKnight & McKnight, 2003; Seacrist et al., 2021).  
These errors are largely attributable to limited capacity 
frontal-lobe cognitive abilities, some of which are still 
maturing through adolescence and into adulthood 
(Satterthwaite et al., 2013). 

Recent developments in eye-tracking and 
neuroimaging are paving the way for new approaches to 
understanding cognitive errors during driving.  If we can link 
fundamental neurocognitive capacities (e.g., frontal lobe 
cognition important for situational awareness) with driver 
behaviors that are detectable via in-vehicle eye-tracking, we 
may be able to detect deficits in drivers’ cognitive function in 
real-time. 

Recently, we established a novel paradigm for 
identifying increased cognitive control during driving by 
linking magnetoencephalography (MEG)-recorded 
frequency-specific brain activity to simulated driving 
performance (E. Walshe et al., 2019; E. A. Walshe et al., 
2023). Specifically, we demonstrated increased frontal 
midline theta (FMT) activity – an established marker of 
cognitive control over behavior (Callaghan et al., 2017) – 
when braking in response to a traffic light (requiring top-
down cognitive control) relative to rest.  However, this study 
did not include eye-tracking.  Eye-tracking metrics may 
proxy the previously observed FMT cognitive control activity 
during braking – which may be detectable via driving 
monitoring systems.  To this end, we incorporated eye-

tracking into our existing paradigm.  This paper aims to 
demonstrate the utility of this new paradigm to identify eye-
tracking metrics associated with periods of increased 
cognitive control during driving.  Building on our prior study, 
we hypothesize that eye-behavior will vary between periods 
of high and low cognitive demand. 

2. Method 
This study was approved by the Institutional Review 

Board at the Children’s Hospital of Philadelphia. 

2.1 Population 
Eleven typically developing adolescents (Mean Age: 

15.1 ± 1.5 yrs; Sex: 4 Female, 7 Male) were recruited.  
Parental consent and participant assent were obtained.  
Exclusion criteria were previous diagnosis of autism 
spectrum disorder, Asperger's syndrome, pervasive 
developmental delay, other psychiatric disorders, seizure and 
neurologic disorders, severe claustrophobia, or uncorrectable 
hearing or vision issues.   

2.2 Test Procedure 
A detailed description of the MEG, driving simulator 

hardware, and analysis can be found in Walshe et al. (2023).  
Briefly, after consent procedures, participants were 
acclimated to the MEG-compatible driving simulator 
hardware (Current Designs, Inc., USA) and the simulation 
(Carnetsoft BV, The Netherlands) via a practice trial for the 
driving task (described below).  Participants then completed 
the experimental driving task.  Following the experimental 
driving task, participants completed a magnetic resonance 
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imaging brain scan for anatomic localization of MEG-
detected brain activity. 

2.3 Driving Simulation 
The hardware for driving simulation consisted of a 

MEG-compatible projection screen paired with a MEG-
compatible driving hardware including a steering wheel, 
brake, and accelerator pedals.  Eye-tracking was collected at 
1000 Hz using a MEG-compatible SR Research EyeLink 
1000 (SR Research, Canada) that was fixed to the bottom of 
the projection screen (see Fig. 1).  

Participants drove a repeated-trial prototypical driving 
scenario (see Fig. 2), beginning at a traffic light intersection, 
then driving straight to the next intersection, where the traffic 
turns yellow then red, requiring the participant to brake and 
stop. No ambient traffic or distractions were present.  The 
driving task was repeated for 20 trials, separated by 9 sec rests. 

 

 
Fig 1. Exemplar participant using the driving simulation 
in the MEG laboratory with MEG-compatible eye-tracker. 

2.3.1 Coasting and Braking Phases: 
To identify eye-tracking metrics related to periods of 
increased cognitive control, we examined (1) a Coasting (Lo) 
phase: 4s of steady-state driving between acceleration and 
braking when the gas pedal exhibited the least amount of 
variation (i.e. the period requiring minimal cognitive control 
over behavior while still operating the vehicle) and (2) a 
Braking (Hi) phase: a previously established 4s window 
beginning at the onset of braking in response to an upcoming 
red light where there is a distinct increase in FMT activity for 
cognitive control over driving behavior  (E. A. Walshe et al., 
2023). 

2.3.2 MEG Data Collection and Analysis 
Whole-head MEG recordings were conducted using a CTF-
Omega 275 channel system (CTF MEG International 
Services, Coquitlam, B.C.) sampled at 600 Hz.  Head position 
was monitored at 10 Hz.  To confirm that the Braking phase 
represented a period of elevated cognitive control among 
these younger, newly recruited participants, a frequency-
specific differential beamformer-based spatial-filter analysis 
was used to compare FMT activity (3-9 Hz) (Sakihara et al., 
2014; E. A. Walshe et al., 2023) contrasted against a 4 second 
baseline window (4-8 sec) during the 9 second rest period 
prior to each trail.  FMT activity was visually assessed across 
all participants. 

2.4 Data Reduction: 
Coasting (n=48) and Braking (n=49) phases with more 

than 20% missing eye-tracking data were excluded from the 
analysis.  The final dataset consisted of 172 Coasting and 171 
Braking phases across all participants.  Fixation count, mean 
fixation duration, mean gaze position, mean saccade 
amplitude/velocity, and spread of search were computed 
during the Coasting and Braking phases for all trials, all 
participants. 

2.5 Statistical Analysis 
Paired sample t-tests were used to compare sample 

means (coasting vs. braking) across the eye-tracking metrics. 
 

 
(a) A rest period (9 sec) separates each trial. 

 
(b) Participant begins at red light, awaiting green light. 

  
(c) Participant proceeds straight to next intersection. 

  
(d) The light turns yellow, then red. The participant 

brakes to come to a stop at the intersection. 
Fig. 2. Traffic Light Driving Task. 
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Table 1. Comparison of Eye-Tracking Metrics: Coasting vs. Braking Phases 

 
 

3. Results 
Participants successfully braked at the traffic light for 

all trials.  Increased FMT activity was observed in all 
participants during the Braking phase.   

Mean (±SD) fixation count, fixation duration, mean 
gaze position, saccade amplitude/velocity, and spread of 
search are shown in Table 1.  Fixation count (p<0.02) was 
significantly lower, vertical spread of search (p<0.05) was 
significantly narrower, and horizontal/vertical mean gaze 
(p<0.01) was significantly different during Braking than 
Coasting.  A trend (p=0.06) toward longer mean fixation 
duration during Braking was also observed. 

4. Discussion 
The goal of this study was to establish the utility of 

adding eye tracking to a novel paradigm of combined MEG 
neuroimaging with simulated driving, to allow for identifying 
eye-tracking metrics associated with periods of increased 
cognitive control (i.e. braking) during driving.  The findings 
supported our hypothesis that eye-behavior can be used as a 
proxy for measures of cognitive control during driving.  
Establishing specific eye-tracking metrics that proxy 
cognitive control during driving will help inform the 
development of novel in-vehicle technology that target 
cognitive errors. 

4.1 Limitations 
Several limitations warrant discussion.  First, the 

prescribed seating position and lack of head motion permitted 
in the MEG may have influenced eye-behavior.  While the 
upright seated posture used in the MEG is more naturalistic 
than the supine position used in prior fMRI studies (Kan et 
al., 2013), future work should explore whether differences in 
eye-behavior between coasting and braking are observed in 
more naturalistic seating postures that allow additional head 
motion. 

Additionally, our driving task represents a relatively 
simplistic driving scenario.  This simplistic task serves as a 
useful probe of increased cognitive control during driving, 
without the influence of additional cognitive demands (e.g. 
ambient traffic).  Future work should explore the relationship 
between eye-behavior and cognitive control in more complex 
driving tasks. 

Finally, participants were younger than typical driving age.  
Younger adolescents were chosen to limit the influence of 
driving experience on FMT activity.  The younger age of our 
participants combined with the small sample size may limit 
the generalizability of these findings. However, these results 
confirm the utility of this paradigm, which will be used in 

future work to explore eye-tracking metrics related to periods 
of cognitive control during driving across varying age and 
driving experience. 

5. Conclusions 
Our findings suggest that eye-behavior may be a 

useful proxy of cognitive control during driving.  These 
findings may help optimize emerging driver monitoring 
systems to detect and mitigate cognitive errors. 
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Abstract: The effective detection of driving under the influence (DUI) of alcohol remains a significant challenge due to the 
complex interplay of factors affecting driving behavior and the high variability among individuals. This paper presents a 
comprehensive review of existing methods for detecting alcohol-induced DUI, underscoring the crucial role of human 
perception, cognition, motor skills, and behavioral changes in impairing driving performance. We discuss traditional DUI 
detection metrics, including variance in lateral positioning, speed alterations, and changes in acceleration, braking, and 
reaction times. Additionally, the utilization of non-invasive in-cabin sensors, particularly infrared cameras for monitoring 
gaze and temperature, is examined. A notable research gap identified is the lack of a unified approach that combines 
indicators from both driving behavior and in-cabin sensory data for a more accurate and reliable DUI detection system. 
This gap highlights the need for innovative solutions to enhance. 
 
 

1. Introduction 
Driving under influence (DUI) of alcohol is one of the 

main factors leading to road accidents, causing 25% of road-
deaths in the EU (Antonio Avenoso, 2019) and 31% of road-
deaths in the U.S. (Blincoe, Larry [NHTSA], 2023). While 
nearly all countries in the EU are in line with the EU 
recommendation of a legal limit for blood alcohol 
concentration (BAC) for drives of 0.5‰ (European 
Communities, 2001), it is estimated that 1.5-2% of all 
kilometres of road traffic in the EU are driven with an illegal 
BAC (Antonio Avenoso, 2019). Table 1 states the increasing 
impairment of the driver with raising BAC levels which then 
leads to an exponentially higher risk of an accident as shown 
in figure 1.  

With the Vison of “A Safer Future of Mobility” and to 
reduce the personal and social damage caused by alcohol 
intoxicated drivers, Euro NCAP 2026 is pushing OEMs 
towards an Impairment Detection, including DUI (Euro 
NCAP, 2022). Looking ahead to these new standards, we use 
this review paper to give an extensive overview of the current 
state of the art regarding the detection of DUI of alcohol. 

 

Outline: In our literature research, we have focused on 
two primary areas. Firstly, we examined the immediate 
effects of alcohol on the human body (section 2). Secondly, 
we explored methods for identifying intoxicated individuals 
based on driving behavior and in-cabin sensors (section 3). 
We conducted searches across major literature databases, 
including IEEE, Science Direct, PubMed, and Google 
Scholar, as well as using Google search with various 
keywords. The title and abstract of each paper were used to 
determine whether further investigation was warranted. Upon 
finding an intriguing paper, we proceeded with a reference 
search procedure. 

2. Acute Influence of Alcohol on Human Body 
Alcohol consumption can have both short-term and 

long-term effects on the human body. Long-term effects are 
often considered as the consequence of chronic alcohol 
consumption over an extended period and include conditions 
such as liver cirrhosis, cardiovascular diseases, and increased 
cancer risk (Zakhari, 2006). For DUI however, short term 

BAC Effects on Driving 
  
.2‰ Decline in visual functions and multitasking 
.5‰ Decline in coordination, ability to track moving 

objects and response to emergency situations 
.8‰ Decline in concentration, short-term memory,  

perception and speed control 
1.0‰ Reduced ability to maintain lane position and  

brake appropriately 
1.5‰ Substantial impairment in vehicle control,  

attention to driving task and perception 

Fig. 1. Blue: Relative Risk of Crash by Blood Alcohol 
Concentration (BAC in %) . Red: EU legal limit (Blomberg 
et al., 2005). 

Table 1 Effects of Alcohol on Driving (NHTSA, 2016)  
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effects are relevant which occur immediately after alcohol 
intake and can vary based on factors like individual tolerance, 
alcohol dosage and overall health (Vonghia et al., 2008). In 
this section, we'll examine alcohol's general short-term 
effects on the human body, apart from driving. We reviewed 
relevant studies and identified seven clusters, summarizing 
key findings for each. The number in brackets denotes 
occurrences in the studies. Refer to Appendix A for a 
complete overview, including participant size, BAC, and 
influence clusters. 

Alcohol is absorbed in the digestive track and 
transported over the blood to the brain and other organs  
There it acts as a Central Nervous System (CNS) depressant 
with sedative effect on the brain activity, causing several 
impairments (Mitchell, 1985). It can further cause altered 
behavior and mood, which is the main reason of recreational 
intake, as well as influence the Cardiovascular system. (See  
(Mitchell, 1985), (Vonghia et al., 2008) or (Eske & White, 
2019) for in-depth explanation of the bio-chemical processes 
of alcohol in the body). The relevant effects for DUI can be 
clustered as following: 

 
Visual Impairment (22): Reduced ability to efficiently 
control eye movements (9), change in fixations and saccades 
(5) and increased pupil dilation (2). In general reduced 
perception (3) and other impairments (8). 
Cognitive Impairment (15): Reduced cognitive perfor-
mance (7), such as attention, planning, recognition. Increased 
reaction time (2), hallucinations (1) and other impairments (5). 
Behavioral Effects (11): Change in behavior leading to loss 
of attention (2), increased aggression (2), euphoria (1), 
fatigue (1), impulsiveness (1), general social changes (1), 
emotions (1) and others (2). 
Cardiovascular Effects (8): Changes in Heart Rate Varia-
bility (HRV) (3) and lower indices of cardiac vagal nerve (1).  
Dilation of blood vessels (1) leading to increased blood flow 
(1) and higher temperature (2). 
Motoric Impairment (6): Reduced coordination (4) and 
balance (2). 
Memory Impairment (3): Reduced short-term memory 
capabilities (3). 
Speech Impairment (1): Slurred speech and reduced 
articulation (1). 

The degree of these short term effects highly depend 
on the dosage but is also influenced by many other individual 
factor such as body weight, age and tolerance (Eske & White, 
2019). Further short term effects such as Gastrointestinal 
Effects (Vomiting), Unconscious or Alcohol Poisoning can 
occur especially at higher BAC levels (Kathleen Davis, 2018). 
this review however, we considered these as relevant for 
sudden sickness rather than DUI. 

3. Methods for DUI Detection  
While the previous section focused on the influence of 

alcohol on the human body we now introduce methods to 
detect DUI in the vehicle based on the driving behavior or 
non-invasive in cabin sensors. 

3.1 Based on Driving Behavior 
The different effects of alcohol on the human body can 

influence the driving behavior, e.g. not clearly seeing the lane  
(visual impairment) and not accurately steering the vehicle 
(motoric impairment) can lead to a lane departure. We 
identified eight relevant clusters of changed driving behavior 
used for detecting DUI from the literature review and 
summarized their key finding, with the number in brackets 
stating the number of occurrences in the studies. See 
Appendix B for a full overview of the studies, including 
Participant Size, BAC, and influence clusters.  

  
Lane Behavior (21): Changed variance in lateral position. 
Speed Behavior (18): Changed speed variance and average 
speed. 
Reaction Time (18): Changed reaction time. 
Steering Behavior (12): Changed steering variance, velocity 
or performance. 
Acceleration Behavior (8): Changed Acceleration and speed. 
Braking Behavior (7): Changed braking force and reaction 
time. 
Distance Behavior (5): Changed distance to leading vehicle 
and to right lane. 
Others (15): Changes in Emotions, Attention, Workload 
Estimation and Perception. 

3.2 Based on Non-Invasive In-Cabin Sensors 
Some of the influences on alcohol on the human body 

can be measured with non-invasive in-cabin sensors, such 
RGB/Near Infrared (NIR)/Far Infrared (FIR) Cameras, Gas 
sensors and Electrocardiogram (ECG). From the literature 
review we identified five clusters of approaches taking these 
sensors input to detect DUI. See Appendix C for a full 
overview of the studies, including Participant Size, BAC, 
used method and sensors.  

 
Gaze Observation (7): Detecting visual impairments, 
inattention or a cognitive disconnection from the driving task 
based on gaze movement.  
Gas Analysis (5): Passive measurement of BAC in the 
vehicle air. 
Face Observation (4): Detecting Emotions from Face Key 
points.  
Temperature Measurement (3): Detecting Cardio-vascular 
Effects based on change in temperature.  
Vital Sign Observations (1): Detecting Cardio-vascular 
Effects based on vital signs (e.g. HRV) 

4. Conclusions 
Alcohol intake can have acute impact on the human 

body causing impairments in perceiving information, (visual), 
processing them (cognitive) and acting accordingly (motoric). 
It further leads to a more aggressive behavior and change in 
vital signs. While some of these effects are hard to measure 
individually, their combination causes a measurable 
degradation of driving performance. Key metrics to detect 
DUI based driving behavior are variance in lateral position 
and speed, increased acceleration and braking as well as 
reaction time. In addition, non-invasive sensors in the cabin, 
especially NIR and FIR cameras, can detect DUI indicators 
based on gaze and temperature observations. 
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From the literature review, however, we identified a 
research gap when combining DUI indicators based on 
driving behavior and in-cabin sensors. As the DUI detection 
is due to the high interpersonal differences challenging, all 
possible indicators should be considered to fulfill NCAP 
2026. 
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(P. Zhang et al., 2022) 9 ~.0/.8 ⬤ ◯ ◯ ◯ ◯ ◯ ◯ 
(Eckstein et al., 2017)    ⬤ ◯ ◯ ◯ ◯ ◯ ◯ 
(Wang et al., 2021)  33 ~.0/.6 ⬤ ◯ ◯ ◯ ⬤ ◯ ◯ 
(Ariss et al., 2023)  246 .0/.8 ⬤ ◯ ◯ ◯ ◯ ⬤ ◯ 
(Roche & King, 2010) 138 .0/.4/.8 ⬤ ◯ ◯ ◯ ◯ ◯ ◯ 
(Watten & Lie, 1997) 18 .0/.5/1.0 ⬤ ◯ ◯ ◯ ◯ ◯ ◯ 
(Helland et al., 2016)  20 .0/.5/.9 ◯ ◯ ◯ ◯ ◯ ⬤ ◯ 
(Childs et al., 2012)  13 ~.0/.4/.8 ⬤ ◯ ◯ ◯ ◯ ◯ ◯ 
(Harvey, 2016) 32 .0P/.95 ⬤ ◯ ◯ ◯ ◯ ⬤ ◯ 
(Rose et al., 2018)  62  ◯ ◯ ◯ ◯ ◯ ◯ ◯ 
(Heishman et al., 1997)  5 .0P/.25/.5/1.0 ◯ ◯ ◯ ⬤ ⬤ ◯ ◯ 
(Crowdy & Marple-Horvat, 2004) 6 ~.5 ⬤ ◯ ◯ ◯ ◯ ◯ ◯ 
(Burns et al., 2003)  822  ◯ ◯ ◯ ◯ ◯ ⬤ ◯ 
(Georgia Koukiou & Anastassopoulos, 2013) 40 ~.5 ◯ ◯ ◯ ◯ ◯ ◯ ⬤ 
(Altura & Altura, 1984)  >.25 ◯ ◯ ◯ ◯ ⬤ ◯ ◯ 
(Schweizer & Vogel-Sprott, 2008)   ◯ ◯ ◯ ◯ ⬤ ◯ ◯ 
(Penton-Voak et al., 2012) 30 .0/.2/.4 ⬤ ◯ ◯ ◯ ◯ ◯ ◯ 
(Persson et al., 1980)  11 .0/.41/.63/.85 ◯ ◯ ◯ ◯ ◯ ⬤ ◯ 
(Chait & Perry, 1994)  14 ~.0/.6 ◯ ◯ ◯ ◯ ◯ ⬤ ◯ 
(Ma et al., 2011)  16 .0/.5/.8 ⬤ ◯ ◯ ◯ ◯ ⬤ ⬤ 
(do Canto-Pereira et al., 2007) 24 .0/.8 ⬤ ◯ ◯ ◯ ⬤ ◯ ◯ 
(G. Koukiou & Anastassopoulos, 2011) 20 ~.0/.75 ◯ ◯ ◯ ◯ ◯ ◯ ⬤ 
(Jolkovsky et al., 2022)  407  ⬤ ◯ ◯ ◯ ◯ ◯ ◯ 
(C. A. Naranjo & K. E. Bremner, 1993)   ◯ ◯ ◯ ◯ ◯ ⬤ ◯ 
(Liguori et al., 1999) 18 .0/.5/.8 ◯ ◯ ◯ ◯ ⬤ ◯ ◯ 
(Peterson et al., 1990) 72 ~.0/.13/.66 ◯ ⬤ ⬤ ⬤ ⬤ ◯ ◯ 
(Mitchell, 1985)    ⬤ ⬤ ◯ ◯ ⬤ ◯ ◯ 
(Tarter et al., 1971) 26 ~.8 ⬤ ⬤ ◯ ◯ ⬤ ◯ ◯ 
(Volkow et al., 1988)  13 .0/.5/1.0 ◯ ◯ ◯ ◯ ◯ ◯ ⬤ 
(Shiferaw et al., 2019) 22 ~.6 ⬤ ◯ ◯ ◯ ◯ ◯ ◯ 
(Calhoun et al., 2005)  19 .0/.4/.8 ⬤ ◯ ◯ ◯ ⬤ ◯ ◯ 
(Zube et al., 2022)  57 ~.3/.6 ◯ ⬤ ◯ ◯ ◯ ◯ ◯ 
(Maria J. Perez Carrasco et al., 2011)  2  ⬤ ◯ ◯ ◯ ◯ ◯ ◯ 
(Lobato-Rincón et al., 2013) 19 ~.5 ⬤ ◯ ◯ ◯ ◯ ◯ ◯ 
(Danielle Pacheco & Anis Rehman, 2023)  .5/.8/1.0 ◯ ◯ ◯ ◯ ⬤ ⬤ ◯ 
(Marple-Horvat et al., 2008)  10 .7 ⬤ ◯ ◯ ◯ ⬤ ◯ ◯ 
(Patel et al., 2010) 25 .6/1.0 ⬤ ⬤ ◯ ◯ ◯ ◯ ◯ 
(Christoforou et al., 2013) 49  ◯ ◯ ◯ ◯ ⬤ ◯ ◯ 
(Ryan & Howes, 2002)  39  ◯ ◯ ◯ ◯ ◯ ◯ ⬤ 
(Romanowicz et al., 2011)    ◯ ◯ ◯ ◯ ◯ ◯ ⬤ 
(Gundersen et al., 2008)  25 .8 ◯ ◯ ◯ ⬤ ⬤ ◯ ◯ 
(Quintana et al., 2013)  47  ◯ ◯ ◯ ◯ ◯ ◯ ⬤ 
(Hafstrom et al., 2014)  25 .6/1.0 ◯ ⬤ ◯ ◯ ◯ ◯ ◯ 
(Capito et al., 2017)    ◯ ◯ ◯ ◯ ◯ ⬤ ◯ 
(Yoda et al., 2005) 8 ~.36 ◯ ◯ ◯ ◯ ◯ ◯ ⬤ 

 

Table 2 Overview of Studies investigation the short-term influence of alcohol on the human body 
(N: Sample size, BAC: Different Blood Alcohol Concentration in ‰ investigated, .0P: Placebo, ⬤: relevant Cluster) 
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(Strayer et al., 2006) 40 .8  ◯ ⬤ ⬤ ◯ ◯ ⬤ ⬤ ◯ 
(Allen et al., 1996)  33 .55  ⬤ ◯ ◯ ⬤ ◯ ◯ ⬤ ◯ 
(Li et al., 2016)  52  ◯ ⬤ ◯ ⬤ ◯ ◯ ⬤ ◯ 
(Fillmore et al., 2008) 14 .8  ⬤ ⬤ ◯ ⬤ ⬤ ◯ ◯ ⬤ 
(Harrison & Fillmore, 2011) 40 .65  ◯ ◯ ◯ ⬤ ◯ ◯ ◯ ◯ 
(Marple-Horvat et al., 2008)  10 .7  ◯ ⬤ ◯ ◯ ⬤ ◯ ⬤ ⬤ 
(Allen et al., 1975) 18 .0/.6/1.1  ◯ ◯ ◯ ⬤ ◯ ◯ ⬤ ⬤ 
(Harrison & Fillmore, 2005)  28 .65  ◯ ◯ ◯ ⬤ ◯ ◯ ◯ ◯ 
(Helland et al., 2013)  20 .0/.5/.9  ◯ ◯ ◯ ⬤ ◯ ◯ ◯ ◯ 
(Hack et al., 2001)  12 .71  ◯ ◯ ◯ ⬤ ⬤ ◯ ⬤ ◯ 
(Shirazi & Rad, 2014)    .17-.2  (FVG) ◯ ⬤ ◯ ⬤ ⬤ ◯ ◯ ⬤ 
(Lee et al., 2019)  12  ≥ .5  ⬤ ◯ ◯ ⬤ ⬤ ◯ ⬤ ◯ 
(Charlton & Starkey, 2015)  44  ◯ ⬤ ◯ ◯ ⬤ ◯ ◯ ◯ 
(Yadav & Velaga, 2019) 82 .0/.3/.5/.8   ⬤ ◯ ⬤ ◯ ◯ ◯ ◯ ⬤ 
(X. Zhang et al., 2014)  25 .0/.3/.6/.9  ◯ ⬤ ◯ ◯ ⬤ ⬤ ◯ ◯ 
(Garrisson et al., 2022)  17 .5/.8   ◯ ⬤ ◯ ⬤ ◯ ◯ ⬤ ⬤ 
(Z. Wu et al., 2011) 13 .0/.2/.5/.8   ⬤ ◯ ⬤ ◯ ◯ ◯ ⬤ ⬤ 
(Wester et al., 2010) 32 .0/.2/.5/.8/1.0  ◯ ◯ ◯ ◯ ◯ ◯ ⬤ ◯ 
(Mets et al., 2011) 27 .5/.8/1.1  ◯ ⬤ ◯ ⬤ ◯ ◯ ◯ ⬤ 
(Christoforou et al., 2012)  49  ◯ ⬤ ◯ ⬤ ⬤ ⬤ ⬤ ⬤ 
(Z. Li et al., 2019) 25 .0/.3/.6/.9 ◯ ◯ ◯ ◯ ⬤ ◯ ◯ ◯ 
(Y.-C. Liu & Ho, 2010)  8 .0/.5/.8/1.0  ◯ ⬤ ◯ ◯ ◯ ⬤ ⬤ ⬤ 
(Ou et al., 2010)   ⬤ ⬤ ⬤ ◯ ⬤ ◯ ◯ ◯ 
(Čulík et al., 2022) 30  ◯ ◯ ◯ ◯ ◯ ◯ ⬤ ◯ 
(Leung & Starmer, 2005)  32 .0/.7  ◯ ◯ ◯ ◯ ◯ ◯ ⬤ ◯ 
(Zhao et al., 2011) 24  ≥ .5  ⬤ ⬤ ⬤ ◯ ⬤ ◯ ◯ ◯ 
(Ramaekers et al., 2000) 18 .4  ◯ ◯ ◯ ⬤ ◯ ◯ ⬤ ⬤ 
(Yadav & Velaga, 2021)  82 .0/.3/.5/.8  ◯ ◯ ◯ ⬤ ⬤ ◯ ◯ ◯ 
(Yadav & Velaga, 2019b)  79 .0/.3/.5/.8  ◯ ◯ ◯ ◯ ◯ ◯ ⬤ ◯ 
(Christoforou et al., 2013)  49  ◯ ◯ ◯ ◯ ◯ ◯ ⬤ ◯ 
(Weafer et al., 2008)  24 .0/.45/.65   ◯ ⬤ ◯ ⬤ ◯ ◯ ◯ ◯ 
(Zhao et al., 2014)  25 .0/.3/.6/.9   ◯ ⬤ ◯ ⬤ ◯ ◯ ◯ ◯ 
(Y. C. Liu & Ho, 2007)  8 .0/.25/.4/.5   ◯ ⬤ ◯ ⬤ ◯ ◯ ◯ ⬤ 
(Ján Vrábel & Zuzana Majerová, 2013)    ◯ ◯ ⬤ ⬤ ◯ ◯ ⬤ ⬤ 
(McCartney et al., 2017)  22 0.6 (FGV) ◯ ⬤ ◯ ⬤ ◯ ⬤ ⬤ ⬤ 
(Vollrath & Fischer, 2017) 48/63 0.5  ◯ ⬤ ⬤ ◯ ◯ ◯ ⬤ ⬤ 
 
  

Table 3 Overview of Studies investigating DUI detection based on driving behavior 
(N: Sample size, BAC: Different Blood Alcohol Concentration in ‰ investigated, .0P: Placebo, ⬤: relevant Cluster, FVG: Use 
of BAC equivalent Fatal Vision Googles)  
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Study N BAC [‰] Method  Sensor 
(Silvia Makowski et al., 2023) 44 .0/.8 ⬤ ◯ ◯ ◯ ◯  ⬤ ◯ ◯ ◯ ◯ ◯ 
(Watten & Lie, 1997) 26 .0/1.0 ⬤ ◯ ◯ ◯ ◯  ⬤ ? ◯ ◯ ◯ ◯ 
(Marple-Horvat et al., 2008) 10 .0/<.8 ⬤ ◯ ◯ ◯ ◯  ⬤ ◯ ◯ ◯ ◯ ⬤ 
(Makowski et al., 2022) 66 .0/.5 ⬤ ◯ ◯ ◯ ◯  ⬤ ◯ ◯ ◯ ◯ ◯ 
(Tapia et al., 2021) 266 .0/? ⬤ ◯ ◯ ◯ ◯  ⬤ ? ◯ ◯ ◯ ◯ 
(Arora et al., 2012) 55 .0/1.0 ⬤ ◯ ◯ ◯ ◯  ⬤ ? ◯ ◯ ◯ ◯ 
(Kumar et al., 2022)   ◯ ⬤ ◯ ◯ ◯  ◯ ⬤ ◯ ◯ ◯ ◯ 
(Georgia Koukiou, 2017) 41 .0/~0.5 ◯ ◯ ⬤ ◯ ◯  ◯ ◯ ⬤ ◯ ◯ ◯ 
(Dharani et al., 2022)   ◯ ◯ ◯ ⬤ ◯  ◯ ◯ ◯ ⬤ ◯ ◯ 
(Garg et al., 2020)   ◯ ◯ ◯ ⬤ ◯  ◯ ◯ ◯ ⬤ ◯ ◯ 
(Islam et al., 2021)   ◯ ◯ ◯ ⬤ ◯  ◯ ◯ ◯ ⬤ ◯ ◯ 
(C. K. Wu et al., 2016) 50 .0/>.2 ◯ ◯ ◯ ◯ ⬤  ◯ ◯ ◯ ◯ ⬤ ◯ 
(Dairi et al., 2022) 390d  ⬤ ◯ ⬤ ⬤ ◯  ◯ ⬤ ⬤ ⬤ ◯ ◯ 
(Ljungblad et al., 2017) 10 .0/.3 ◯ ⬤ ◯ ⬤ ◯  ⬤ ◯ ⬤ ⬤ ◯ ◯ 
(Hermosilla et al., 2018) 46 .0/? ◯ ◯ ⬤ ◯ ◯  ◯ ◯ ⬤ ◯ ◯ ◯ 
(Mehta et al., 2018)   ◯ ⬤ ◯ ◯ ◯  ◯ ⬤ ◯ ◯ ◯ ◯ 
(Bhango & van der Haar, 2022) 5008d  ◯ ⬤ ◯ ◯ ◯  ◯ ⬤ ◯ ◯ ◯ ◯ 
 
 
 

Table 4 Overview of Studies investigating DUI detection with Non-Invasive In-Cabin Sensors 
(N: Sample size, BAC: Different Blood Alcohol Concentration in ‰ investigated, ⬤: relevant Cluster, d: Data points) 
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Angry drivers: A simulator study on investigating on/off-road anger 
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Abstract:  
 
This study aimed to assess whether the source of the driver's anger (whether related to the driving 
environment or not) is associated with different ocular and physiological responses. 37 volunteers took part 
in this driving simulator study. They were divided into 4 groups: neutral thoughts and neutral driving 
events (NN); neutral thoughts and angry driving events (NA); angry thoughts and neutral driving events 
(AN); angry thoughts and angry driving events (AA). Subjective assessments as well as cardiac, respiratory, 
electrodermal and ocular activities were collected. Subjective data revealed the effectiveness of the protocol 
in inducing anger either from thoughts and driving events but even more by a combination of both. 
Preliminary analysis concerning ocular behaviors showed that participants in the control group (NN) had 
narrower vertical gaze explorations, less fixations and saccades and longer fixation duration than anger-
induced participants. Nevertheless, the oculometric data do not allow us to make distinctions between the 
two sources of anger. These results, and the analysis to follow of the other indicators, will determine 
whether anger monitoring systems will need to differentiate between sources of anger in their analysis. 

 
1. Introduction 

Studies aiming to detect drivers' anger mainly 
reported an increase in cardiac and respiratory rhythms, 
skin conductance level and response (Kreibig, 2010) 
and a decrease in visual exploration (Zhang et al., 2016). 
Anger while driving can also impair attention by 
degrading the driver's situational awareness (Jeon et al., 
2014). 

However, these findings are not universally 
accepted, and it is not uncommon that no variation is 
observed following anger induction. Driving anger 
could be linked to driving situations (e.g. being slowed 
down by a vehicle) or not (e.g. remember emotional 
memories). In the literature, different inducing 
procedures could reproduce these two sources of anger. 
One question arises: are the two anger induced are 
linked to the same effects on ocular and physiological 
responses.  

To address this question, we set up an 
experimental protocol on a driving simulator. We 
collected cardiac, respiratory, electrodermal activities 
and eye behaviors after inducing an angry (or neutral) 
state related and/or unrelated to the driving 
environment. Emotion induction from the driving 
environment was made by manipulating events 
occurring during the driving scenario. Emotion 
induction unrelated to the driving environment was 
made thanks to the autobiographical recall technique 
consisting of asking participants to write and then 
constantly think about a personal emotional experience. 
Since anger triggered by driving situations also occurs 
during autonomous driving (Techer et al., 2019), we 

focused solely on autonomous mode to rule out any 
impact from participants' motor actions on the observed 
differences. 

We hypothesized that the indicators relative to 
the feeling of anger (increased heart rate, respiratory 
rate, skin conductance and the narrowing of visual 
exploration) would be: (a) present, whatever the source 
of induction (by the driving environment, by thoughts of 
anger, or by a combination of both) ; (b) present all 
along the drive following an unique induction by angry 
thoughts ; (c) present only during driving events 
following an unique induction by the driving 
environment (d) be more intense and last longer 
following an induction by a combination of the two 
techniques. 

2. Method 

2.1 Participants  
37 volunteers (24 men, 13 women) with a mean 

age of 38, 57 (SD = 13,79) took part in this experiment. 
Out of the 37 participants, 3 were removed from analysis 
due to simulator and/or eye-tracking issues. 

2.2 Material & Measures 
The experiment took place in a homemade fixed-

based driving simulator. The driving simulator structure 
is composed of 2 driving seats (driver and passenger), a 
Logitech G29 steering wheel and pedals set. The driving 
environment is created using Unity 3D software. 

 
BIOPAC MP160 was used to collect 

physiological measures at a sampling rate of 500 Hz. 
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Fovio, a desktop eye tracker was used to capture ocular 
metrics at a sampling rate of 62 Hz. 

 

2.3 Experimental Design 
 

A mixed design was used in this experiment to 
compare the single and combined effects of anger 
driving events and anger thoughts. Participants were 
divided into 4 groups: 

- Neutral thoughts and Neutral driving events 
(NN) 

- Neutral thoughts and Anger driving events 
(NA) 

- Anger thoughts and Neutral driving events 
(AN) 

- Anger thoughts and Anger driving events (AA) 
 

2.4 Protocol 

After a 5-minutes rest (Baseline), participants 
were asked to rate their emotional state from 0 to 100 
for different emotions (anger, frustration, joy, sadness, 
pleasure, fear, disappointment, surprise) and from 0 to 9 
for valence, arousal and control over their emotional 
state.  

Then, for 10 minutes, depending on their 
group, they completed either the anger or neutral (daily 
routine) autobiographical recall task. Once again, they 
were asked to evaluate their emotional state 
 

Afterwards, depending on their group, 
participants followed either the anger or the neutral 
autonomous driving scenario. For both scenarios, 
participants were instructed to supervise the 
environment and to think as much as possible about their 
memory they just wrote. In the anger scenario, 4 events 
were added (see Table 1). At the end of the drive, 
participants in NA and AA groups had to rate their level 
of perceived anger for the 4 driving events they 
encountered. 

Table 1. Description of the driving events used for anger/neutral 
induction 

Events 
name 

Anger Events Description Neutral Events 
Description 

Lengt
h (s) 

Evt1&2 A vehicle re-accelerates to 
avoid being overtaken. Then, 
once overtaken, it accelerates 
again to stick to the 
participant's vehicle before 
finally overtaking and moving 
ahead. 

The vehicle lets 
itself be 
overtaken 

60 

Evt3 A vehicle in the left lane is 
driving well below the speed 
limit 
 
 
 

The vehicle is in 
the right-hand 
lane and the 
speed limit 
corresponds to its 
speed 

53 

Evt4 In a long traffic jam, another 
driver overtaking by the 
urgency lane 

The vehicle is an 
ambulance 

30 

3. Results 

Data analysis is still ongoing. Thus only data 
from subjective evaluations, and ocular metrics are 
presented here. 

3.1 Anger throughout the drive : subjective results 

The effectiveness of the autobiographical 
recall technique and driving event to induce anger was 
checked by using a 4 Groups (AA, AN, NA, NN) * 3 
Moments (Baseline, Post Induction, and Post Events) 
mixed ANOVA design for all likert scales and for the 
valence, arousal and control scales. Significant results 
concerning anger scores are illustrated in Figure 1. In 
order to check our assumptions, pairwise comparisons 
(with Bonferroni corrections) were made between 
groups :  

- Anger events effects : NA vs. NN groups 
- Anger thoughts effects : AN vs. NN groups 
- Anger events*thoughts effects : AA vs. NA 

and AA vs. AN groups  
 
 

Hypothesis (a) and (b) are verified. Indeed, the 
ANOVA revealed a main effect of Group (F(3, 31) = 
3.972, p = 0.017, η2 = 0.202) Moment (F(2,62) = 
16.237, p < 0.001, η2 = 0.152) and interaction Group 
and Moment (F(6,62) = 5.241, p < 0.001, η2 = 0.148). 
Pairwise multiple comparisons showed that the score of 
anger is higher at post induction in AA (M = 42.9; SD = 
29.0) and AN (M = 33.5; SD = 25.5) than at baseline in 
AA : (M = 5.0; SD = 6.4) and AN (M = 6.1; SD = 13.2). 
 

Moreover, the score of anger remained high in 
Post Events only in the AA group (M = 37.2 ; SD = 
21.1). This result, in line with the hypothesis (d), shows 
that only participants who had a combination of both 
induction techniques retained a high level of anger at the 
end of the drive. 

 

⩽ 0.01 

3.2 Anger during driving events: ocular metrics 

To precise the analysis, we specifically 
checked the evolution of ocular metrics during the 
driving events. 
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We measured the ocular effects of both 
induction techniques by using a 4 groups (NN, NA, AN, 
AA) * 3 Moments (Evt1 and2, Evt3, Evt4) mixed 
ANOVA design. It revealed significant differences 
between groups only during the Evt1&2 time window. 
However, the results are contrary to our assumption. 
Participants in the control group (NN) made fewer 
fixations, and saccades, have more fixation duration 
time and have a narrower vertical gaze exploration than 
others. As an illustration (see Figure 2), the ANOVA for 
the mean fixation duration revealed a main effect of 
Group (F(3,28) = 3.200, p = 0.038, η2 = 0.181) and an 
interaction effect of Group and Moment (F(6,56) = 
3.849, p = 0.003, η2 = 0.128). Participants from the 
control group (NN) made longer fixation duration 
during Evt1&2 (M = 1096.0; SD = 345.0) than NA (M 
= 505.0; SD = 136.3) and AN groups (M = 701.9 ; SD = 
350.4). 

 

⩽ 0.01 

 

4. Discussion 
In this experiment, we attempted to evaluate if 

a different source of the driver's anger (whether related 
to the driving environment or not) is associated with 
different ocular and physiological behaviours. For this 
purpose, First, 37 participants were asked to think 
constantly about a neutral or anger-related personal 
event. Then they drove in an autonomous mode and 
either encountered anger or neutral driving events. 

 
First, based on subjective data, both techniques 

succeeded to induce anger and the combination of both 
procedures worked better to induce an effect that lasts. 

 
Moreover, participants with the neutral 

autobiographical recall task and neutral driving events 
showed a narrower vertical gaze exploration, fewer 
fixations and saccades and an increase in fixation 
durations than participants induced in anger. Unlike the 
study of Zhang et al., (2016) we did not find that anger-
induced participants had a narrower horizontal visual 
exploration. 

These differences can be interpreted by 
considering the nature of our neutral autobiographical 
recall task. Participants were asked to write and think 
about their daily lives. Thinking about unrelated 
thoughts while driving has been linked with an increase 
in gaze fixation (Pepin et al., 2018). 

The solely use of eye metrics was not sufficient 
in order to discriminate the source of the driver’s anger. 
The inclusion of physiological data should enable us to 
refine the relevant indicators. 

  
 

5. Conclusions 

In a simulator study, anger was induced by 
driving events and/or by thoughts unrelated to the 
driving environment. Analysis from subjective data 
highlighted that both induction techniques worked well 
separately and better when combined. Analysis from the 
ocular metric revealed that participants induced in 
neutral have more fixations, more fixation duration and 
a narrowed visual exploration. However, no difference 
was found between both induction techniques. The 
analysis of other physiological indices will enable us to 
go further and answer the question of whether it is 
necessary to distinguish between the two types of 
induction for the development of algorithms to detect 
anger at the wheel. 
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Abstract: 

In delegated driving, the driver adopts a position of supervisor. While automation can influence attentional 
and emotional states, the driver must remain attentive and serene to be able to regain control if necessary. This 
study, carried out in a real car under delegated driving conditions, aimed to detect when the mind wanders 
towards negative (anger or sadness) thoughts and to help the driver regulate these negative states with the help 
of cardiac coherence. 46 volunteers took part in the experiment. They were divided into 2 groups: with and 
without regulation. Emotions (anger, sadness and serenity) were within-subject factors. Subjective data 
highlighted the effectiveness of the mood induction procedure (autobiographical recall) in inducing negative 
states. Subjective data highlighted the effectiveness of the mood induction procedure (autobiographical recall) 
in inducing negative states, but did not allow us to assess the effectiveness of the regulation technique 
implemented (cardiac coherence). Further analyses of physiological data should enlighten this potential effect.

1. Introduction

Existing literature suggests that drivers who 
have experienced a recent stressful emotional event 
are more likely to have at-fault accidents (Lagarde et 
al., 2004). Similarly, drivers who tend to focus on 
negative thoughts report being more likely to engage 
in aggressive behavior (Suhr, 2016; Love et al., 2022; 
Stephens et al., 2023). In delegated driving, the driver 
is expected to remain attentive to the environment and 
ready to regain control if necessary or requested. 
However relying on the system can lead to under-
activation, which can hinder the mobilization of 
attentional resources (Young & Stanton, 2002) and 
leave room for mind wandering (Gouraud et al., 2018). 
Given the positive correlation between the emergence 
of mind wandering and the emergence of negative 
thoughts while driving (Walker & Trick, 2018), 
delegated driving would be a fertile ground for 
inattention linked to negative thoughts. It is therefore 
important to monitor and regulate the driver's 
emotional state during the delegated driving. The aim 
is to detect when the mind is wandering towards 
negative thoughts and help the driver return to a serene 
state. 

To achieve this aim, we set up an experiment 
that was carried out in a closed-circuit with a simulated 
autonomous car. Negative (anger and sadness) and 
neutral (serenity) emotions were induced. Breathing 
exercise was used to help them defocus their 

emotional thoughts and refocus on themselves and 
their environment. Cardiac, respiratory and 
electrodermal activities were recorded all along the 
experiment. To the best of our knowledge, this study 
is the first to address these objectives in delegated 
driving on a real vehicle, using a neuroergonomic 
approach. 

2. Method 

2.1. Participants 

46 volunteers (26 men and 20 women) with a 
mean age of 41.0 (SD = 11.2) took part in this 
experiment. Of the 46 participants, 2 were excluded 
due to technical problems and 1 due to medication that 
can act on emotional regulation. Thus, the data 
analysis included 43 participants. All participants gave 
their consent and were rewarded with 120 euros. 

2.2. Road track description 

The experiment took place on a 1.755 km 
ring track at the Transpolis test center for road safety 
located at Amberieu en Bugey in France. 
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2.3. Material & Measures 

Participants were installed at the driver’s seat 
of a Mercedes Class E AMG Break. The car was 
modified in order to provide a Wizard Of Oz (WOO) 
autonomous driving. 

BIOPAC MP160 was used to collect 
physiological measures (ECG, RSP, EDA) at a 
sampling rate of 500 Hz. 

2.4. Experimental Design 

A mixed approach design was conducted. 
The emotion induced (anger, sadness, serenity) was 
an intra-subject factor and the presence or absence of 
emotion regulation was a between-subject factor. 

2.5. Protocol 

The experiment lasted about 4 hours. It 
consisted of a series of 3 experimental sessions in the 
car with a 20-minute break between sessions. 

Each experimental session lasted about 30 
minutes. It started with a 5-min rest (Baseline) and 
then involved inducing and regulating/not regulating 
an emotion (anger, sadness or serenity). Emotions 
were induced by the autobiographical recall technique 
consisting of asking participants to write in detail an 
anger, sad or serene personal event. The emotion 
induced was maintained during the experiment by 
visual instructions displayed on a tablet (Recall 
Induction) asking them to think again about this. The 
regulation (breathing exercise) consisted of a rhythm 
composed of 5 seconds (inhalation) with vibrations 
and 10 seconds without vibrations (exhalation).  

Five times during the experiment (repeated 
measure), participants were asked to rate their 
emotional state from 0 to 100 according to 4 emotions: 
sadness, joy, serenity, anger as well as on the 
dimension of control (i.e. the level they exert on their 
emotional state). 

In line with the literature (Kreibig, 2010), we 
assumed that anger induction from thoughts would 
increase cardiac, respiratory and electrodermal 
activities, while sadness would decrease them and 
serenity would not. The declared scores of anger and 

sadness would be higher right after the induction and 
be maintained after the phase of recall induction. 

3. Results 

Data analysis is still in progress. 
Consequently, only data relating to subjective 
evaluations following emotional inductions are 
presented here. 

 Delta scores were calculated by subtracting 
the scores for each emotion from those reported in the 
baseline. 

To evaluate the effectiveness of the emotion 
induction procedure, we conducted, for all scales, a 
mixed ANOVA with 3 (Emotion_Induced (within 
factor): Anger, Sadness, Serenity) * 4 (Moment 
(within factor): Induction, Post-induction, Post-
Regulation, Post-Drive) * 2 (Group (between factor): 
Regulation, No Regulation). 

In line with our assumptions, for each emotion 
scale, pairwise comparisons (with Bonferroni 
corrections) were made between emotions induced for 
each moment. 

Significant findings concerning anger and 
sadness scores are presented here and illustrated in 
Figure 1. 

3.1. Anger Scores 

The ANOVA with Greenhouse-Geiser 
corrections revealed a main effect of Moment 
(F(2.20,90.34) = 17.952, p < 0.001, η2 = 0.022) 
Emotion_Induced (F(1.61, 66.21) = 9.879, p < 0.001, 
η2 = 0.120) and an interaction effect Moment: 
Emotion_Induced (F(3.75, 153.82) = 5.678, p < 0.001, 
η2 = 0.012). 

In the non-regulated group, for anger-induced 
participants, delta scores of anger are higher for every 
moment : induction (M = 27.5; SD = 29.8), post 
induction (M = 26.9; SD = 34.9), post regulation (M= 
21.1; SD = 31.8) and post driving (M = 13.7 ; SD = 
26.1) than serenity-induced participants (induction : M 
= -0.9 ; SD = 4.9) (post induction : M = -1.1 ; SD = 
4.7) (post regulation : M = -1.1 ; SD = 5.4) (post 
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driving : M = -0.9 ; SD = 4.9). Moreover, the scores of 
anger after post induction and post regulation are 
higher for anger-induced participants than sadness-
induced participants (post induction: M = 5.4; SD = 
16.4) (post regulation: M = 5.5 ; SD = 13.4). 

In the regulated-group, only a difference between 
anger and serenity inductions is observed after 
induction (anger: M = 25.4 ; SD = 33.8) (serenity: M 
= 1.3 ; SD = 24.0). 

3.2. Sadness Scores 

The ANOVA with Greenhouse-Geiser 
corrections revealed a main effect of Moment 
(F(1.94,79.37) = 39.942, p < 0.001, η2 = 0.066) 
Emotion_Induced (F(2.00, 82.00) = 10.999, p < 0.001, 
η2 = 0.121) and an interaction effect Moment: 
Emotion_Induced (F(3.12,127.92) =17.362, p < 0.001, 
η2 = 0.053). 

In the non-regulated group, for sadness-induced 
participants, delta scores of sadness are higher after 
induction (M = 40.5 ; SD = 25.5), post induction (M = 
22.4 ; SD = 22.7) and post regulation (M = 14.2 ; SD 
= 17.4) than following a serenity induction (induction: 
M = -0.5 ; SD = 3.7) (post induction: M = -0.3 ; SD = 
5.2) (post regulation: M = -1.5 ; SD = 4.1). Moreover, 
delta scores of sadness are also higher after induction 
compared to anger-induced participants (M = 18.3 ; 
SD = 22.7). Additionally, anger induction arised 
sadness scores. The delta scores of sadness are higher 
following anger induction in every moment: induction 
(M = 18.3 ; SD = 22.7), post induction (M = 17.7; SD 
= 24.5), post regulation (M = 14.4 ; SD = 25.4), post 
driving (M = 11.5 ; SD = 22.1) than following the 
induction of serenity. 

In the regulated group, the delta scores of sadness 
are only higher after sadness induction (M = 40.8 ; SD 
= 31.8) than for anger-induced (M = 12.9 ; SD = 27.8) 
and serenity-induced participants (M = 11.8 ; SD = 
25.9). 

Figure 1. Delta scores of anger and sadness following anger, sadness 
or serenity inductions declared in both groups (no regulation and 
regulation) after : induction (Ind), Post induction (Post.Ind), 
regulation (Post.Reg) and at the end (Post Driving). The error bars 
denote the standard deviation. 

4. Discussion 

Significant and lasting changes in sadness and 
anger scores were measured after induction but 
differences were observed across groups. For instance, 
in the non-regulated group, participants induced with 
anger consistently exhibited higher scores of anger 
compared to serenity-induced participants across all 
moments. Conversely, in the regulated group, while 
the induction of sadness or anger indeed induced  an 
increase in the respective sadness and anger scores, 
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this effect did not last over time. In addition, recalling 
participants' negative thoughts elicited a variety of 
emotions. Notably, sadness induction also contributes 
to a significant increase in anger in the unregulated 
group. The objectives here concerned not only the 
induction procedure's effectiveness but also the 
possibility of coping with emotion using cardiac 
coherence. The results did not allow us to conclude 
about the efficiency of the technique. Indeed, it 
seemed that the use of automation decreased the 
effectiveness of mood induction. These findings 
underscore the nuanced interplay between emotional 
induction procedures and regulatory mechanisms, 
shedding light on the complex dynamics of emotional 
experiences in delegated driving contexts. In our 
study, participants had to drive under automation 
mode for 17 minutes in a poorly stimulating 
environment (i.e., tracks). These driving conditions 
could lead to reduced vigilance or mind-wandering, 
potentially affecting their responsiveness to emotional 
induction procedures. 

5. Conclusions 

From this study, carried out on a real car, 
initial analyses from subjective data revealed the 
possibility of inducing a negative emotional state 
under delegated driving conditions. The subsequent 
analysis of physiological data should provide a better 
understanding of the complex interplay between 
emotional reactions and physiological states in the 
context of delegated driving. This holistic approach 
should provide valuable insights into how to improve 
safety and comfort by controlling emotions and 
attention during delegated driving. 
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